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Abstract

Poorly specified mixtures, i.e., mixtures of unknown or incompletely known composition,
are common in many fields of process engineering. Dealing with such mixtures in process
design is challenging as their properties cannot be described with classical thermody-
namic models, which require a full specification. As a workaround, pseudo-components
can be introduced, which are generally defined using ad-hoc assumptions. In the present
thesis, a new framework is developed for the thermodynamic modeling of such mixtures
using nuclear magnetic resonance (NMR) experiments in combination with machine-
learning (ML) methods. In the framework, a characterization of a mixture in terms of
structural groups (“NMR fingerprint”) is obtained by using the ML concept of support
vector classification. Based on the group-specific fingerprint, quantum-chemical descrip-
tors of the unknown part of the mixture as well as activity coefficients can already be
predicted. Furthermore, a meaningful definition of pseudo-components is achieved by
clustering the structural groups into pseudo-components with the K-medians algorithm
based on their self-diffusion coefficients measured by pulsed-field gradient (PFG) NMR.
It is demonstrated that the characterization of poorly specified mixtures in terms of
pseudo-components can be combined with several thermodynamic group-contribution
methods. The resulting thermodynamic models were applied to various poorly specified
mixtures and used for solving two typical tasks from conceptual fluid separation process
design: the solvent screening for liquid-liquid extraction processes and the simulation
of open evaporation processes. The predictions with the methods developed here show
very good agreement with the results obtained for the fully specified mixtures.





Kurzfassung XI

Kurzfassung

Schlecht spezifizierte Mischungen, d. h. Mischungen mit unbekannter oder unvollständig
bekannter Zusammensetzung, treten in vielen Bereichen der Verfahrenstechnik auf. Sol-
che Mischungen stellen insbesondere bei der Prozessauslegung eine Herausforderung dar,
da ihre Eigenschaften nicht mit klassischen thermodynamischen Modellen beschrieben
werden können, die eine vollständige Spezifikation der Zusammensetzung verlangen.
Oftmals werden deshalb Pseudokomponenten definiert, wobei in der Regel allerdings
pauschale Annahmen über die chemische Natur und Anzahl dieser getroffen werden.
In der vorliegenden Dissertation wird ein Framework eingeführt, das die thermodyna-
mische Modellierung schlecht spezifizierter Mischungen mit Hilfe von Kernspinresonanz
(NMR)-Experimenten in Kombination mit Methoden des maschinellen Lernens (ML)
ermöglicht. Die Charakterisierung einer Mischung erfolgt dabei auf Basis von Struktur-
gruppen ("NMR fingerprint") unter Verwendung des ML-Konzepts der Support-Vektor-
Klassifikation. Basierend auf solch einer gruppenspezifischen Charakterisierung können
bereits quantenchemische Deskriptoren des unbekannten Teils der Mischung sowie Ak-
tivitätskoeffizienten abgeschätzt werden. Anschließend wird eine rationale Definition
von Pseudokomponenten erzielt, indem die strukturellen Gruppen mit dem K-Medians-
Algorithmus auf der Grundlage ihrer mittels Pulsed-Field-Gradient (PFG)-NMR gemes-
senen Selbstdiffusionskoeffizienten zu Pseudokomponenten geclustert werden. Es wurde
gezeigt, dass die so erhaltene Charakterisierung von schlecht spezifizierten Mischungen
mit verschiedenen thermodynamischen Gruppenbeitragsmethoden kombiniert werden
kann. Die sich daraus ergebenden thermodynamischen Modelle wurden für die Lösung
zweier typischer Aufgaben aus dem konzeptionellen Design von Trennprozessen verwen-
det: Für das Lösungsmittel-Screening für Flüssig-Flüssig-Extraktionsprozesse und für
die Simulation von offenen Verdampfungsprozessen. Die Vorhersagen mit dem entwi-
ckelten Ansatz zeigen eine sehr gute Übereinstimmung mit den Ergebnissen für voll
spezifizierte Mischungen.
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D.4.1 Unknown Water Mass Fraction . . . . . . . . . . . . . . . . . . . . . 263
D.4.2 Known Water Mass Fraction . . . . . . . . . . . . . . . . . . . . . . 270

D.5 Averaging of σ-profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277
D.6 Additional σ-profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
D.7 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282
D.8 NMR Spectra of the Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 283
D.9 Step-by-step Example for NEAT Application . . . . . . . . . . . . . . . . . 287
D.10 Temperature Dependency of Activity Coefficients . . . . . . . . . . . . . . 289

E Supporting Information for Chapter 6 291
E.1 Calculation of Liquid-liquid Equilibria . . . . . . . . . . . . . . . . . . . . . 291
E.2 Prediction of Residue Curves . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
E.3 Prediction of Feed Composition . . . . . . . . . . . . . . . . . . . . . . . . . 293
E.4 Predicted Composition of Pseudo-components . . . . . . . . . . . . . . . . 295
E.5 Results for Pure-component Vapor Pressures . . . . . . . . . . . . . . . . . 302
E.6 Additional Results for the Prediction of Residue Curves . . . . . . . . . . 306





List of Symbols XIX

List of Symbols

Latin symbols

A cavity surface area
Ag total area associated to structural group g

b offset in SVC
C hyperparameter in SVC
c1, c2 probe-specific fitting parameters in modified Stejskal-Tanner equation
d decision function of SVC
D data set
Dp self-diffusion coefficient of peak p

ep,95% experimental uncertainty of Dp specified by 95% confidence interval
based on a t-distribution

F1,g F1 score for structural group g / weighted F1 score for structural group g

F macro
1 arithmetic mean of F1 scores

g structural group
G total number of structural groups
G gradient strength
GE Gibbs excess energy
I0,p measured height of peak p in absence of diffusion
Ip measured height of peak p

K total number of pseudo-components
kB Boltzmann constant
Mi molar mass of component i

M number of mixtures
n mole number
N number of data points
N number of components
NA Avogadro constant
Ng number of pure components in which structural group g is present
N s

g number of pure components in which structural group g induces a peak
in section s



XX List of Symbols

p pressure
P total number of peaks in 13C NMR spectrum
pS

i vapor pressure of pure component i

Pg precision of structural group g

pi partial pressure of component i

Rg recall of structural group g

s(K) overall silhouette score for K pseudo-components
S

13C total number of sections in 13C NMR spectrum
S

1H total number of sections in 1H NMR spectrum
T temperature
T1 spin–lattice relaxation time
U unknown component
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1 Introduction

Not being able to specify the molecular composition of a material raises many fundamen-
tal questions, such as: How can the properties of the material be estimated? How can
processes with such materials be modeled, given that models usually require complete
knowledge of the composition? How should the material be characterized?

Suppose an analytical elucidation of the speciation of the material is infeasible. In that
case, these questions are usually targeted by one of two strategies: by specifying the
way the material was obtained, which can, however, be very tedious, or, in the domain
of modeling, by introducing pseudo-components, which is generally done based on ad-
hoc assumptions. The present thesis deals with this situation and thereby focuses on
liquid mixtures of which the composition is not (completely) known, which are called
“poorly specified mixtures” here, and proposes a new, rational framework for their
characterization and thermodynamic modeling without relying on ad-hoc assumptions.

A poor mixture specification can have different origins and manifestations. In the ideal
picture, all components are known both regarding their nature and their concentration,
which is, unfortunately, rarely the case in practice. A typical deviation from the ideal
picture is that only a small fraction of the mixture is not elucidated and that guarantees
are given that the amount of these “impurities” does not exceed a certain threshold so
that the properties of the mixture are not substantially influenced. In this case, the
mixture can be described and modeled based on the known part alone. However, there
are also many cases in which less is known about the composition of the mixture and
in which the unknown components influence its properties substantially; this is the case
addressed in this thesis.

Well-known examples of such mixtures are petroleum oil fractions [1–3], polymeriza-
tion products [4, 5], fermentation broths [6], or mixtures arising during waste-water
treatment [7]. The mixtures from these fields are generally far too complex to fully
elucidate and quantify all constituent components in practice. To still describe these
mixtures, pseudo-components have been used [8–13]. There are two general ways of
doing this: either a discrete set of pseudo-components is chosen, or a continuous distri-
bution of the pseudo-components is assumed. The latter approach belongs to the field
of “continuous thermodynamics” [14, 15]. The extraordinary relevance of introducing
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pseudo-components becomes clear by considering that all physical models of mixtures
require some knowledge of the composition. Without information on the composition,
the properties of poorly specified mixtures can only be correlated empirically.

Nuclear magnetic resonance (NMR) spectroscopy is a powerful tool for the structural
elucidation and quantification of components in liquid mixtures [16–21]. To facilitate
the identification of unknown pure components from NMR spectra, several tools are
available and have partly been implemented in commercial software, such as MestReN-
ova (Mestrelab Research), ACD/Labs (Advanced Chemistry Development Inc.), and
CMC-se (Bruker) [22]. These tools usually rely on 1D and 2D NMR spectra of the
sample and, in all cases, require the knowledge of the empirical formula (the ratio of the
composing elements) of the component to be identified, which has to be determined in
additional analysis, such as mass spectrometry (MS) [22].

Compared to the case of pure components, the comprehensive elucidation of unknown
components in mixtures from NMR spectra is a much more difficult and time-consuming
task [23]. Its solution generally requires chemical intuition and good knowledge of
NMR spectra and there are many examples in the literature that describe how this task
was solved for complex mixtures [16–21]. One approach that is applied in the field of
metabolomics is dereplication, which can be used as a tool to provide the user with
a set of most likely present components by comparing the sample spectra against a
local database of pure-component spectra as demonstrated in Ref. [24]. Hence, only
components that are part of the predefined database can be identified by dereplication.

The methods introduced in this thesis follow a different approach yielding a structural
group-specific characterization of an unknown sample and thereby circumventing the
inherent problems of a component-specific elucidation. The group-specific characteriza-
tion of a mixture based on NMR experiments is called “NMR fingerprint” here. The
information on the group speciation of a mixture can be retrieved from NMR spectra
more readily than information on the component speciation. There are actually many
relevant tasks for which a fingerprinting of unknown mixtures regarding the structural
groups they contain is sufficient. For instance, group-specific characterizations are used
as a first step to structure elucidation or for the prediction of reactivities [25].

Furthermore, based on an NMR fingerprint, pseudo-components in a poorly speci-
fied mixture can be defined in a rational way, namely, by the clustering of the struc-
tural groups based on self-diffusion coefficients measured by pulsed-field gradient (PFG)
NMR. Since the self-diffusion coefficients also encode information about the molar mass
of the pseudo-components, also the size of the pseudo-components can thereby be esti-
mated.

The obtained characterization of poorly specified mixtures in terms of pseudo-components
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is all that is needed to calculate different thermodynamic properties by group-contribution
methods [26–30], most notably activity coefficients [31, 32], which describe the non-
ideality in the liquid phase and are, therefore, the basis for modeling phase equilibria
and simulating thermal separation processes.

The present thesis is organized as follows:

In Chapters 2 and 3, NMR fingerprinting methods based on different basic NMR exper-
iments using support vector classification are presented, whereby the method developed
in Chapter 2 relies only on 1H and 13C NMR spectra. The method in Chapter 3 in-
corporates additional information from 13C distortionless enhancement by polarization
transfer (DEPT) NMR experiments. In Chapter 4, a methodology for the rational def-
inition of pseudo-components based on an NMR fingerprint and a clustering approach
is introduced. In Chapter 5, the determination of quantum-chemical descriptors and
activity coefficients in poorly specified mixtures is demonstrated using a simple pseudo-
component approach. In Chapter 6, a rigorous application of the NMR fingerprinting
approach and the pseudo-component method for thermodynamic modeling and simula-
tion of thermal separation processes involving poorly specified mixtures is presented.
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2 NMR Fingerprinting based on 1H
and 13C NMR

2.1 Introduction

With NMR spectroscopy, different NMR-active nuclei can be studied, the most common
ones are 1H and 13C. In principle, each chemically non-equivalent proton or carbon in
a sample leads to an individual peak in the 1H or 13C NMR spectrum, respectively.
However, overlapping peaks are common, particularly in 1H NMR spectroscopy. The
position of each peak in a spectrum, also called the chemical shift, depends on the
chemical environment of the corresponding nucleus, i.e., on the neighboring atoms or,
in other words, the structural group to which the nucleus belongs. Structural groups
can be defined in different ways. For several common groups, characteristic chemical
shift ranges are reported in form of chemical shift tables for 1H and 13C NMR [25, 33].
These tables can be used for identifying the structural groups in unknown samples from
NMR spectra. However, in many cases, no unambiguous decision can be made, since the
characteristic chemical shift ranges of most structural groups overlap with those of other
groups. Hence, for reliably identifying structural groups, it is usually necessary to study
NMR spectra and chemical shift tables of different nuclei, and to use chemical intuition.
Furthermore, the reported chemical shift tables are biased by the personal experience
of the respective authors or are even not consistent, see, e.g., Refs. [25, 33]. Meanwhile,
also computational approaches, such as methods based on density-functional theory
(DFT) [34] and the hierarchical organization of spherical environments (HOSE) [35]
method are available that can be used to predict the NMR spectra of a component
from its chemical structure. However, their application for the reverse problem, i.e., the
analysis of structural groups (or components) from NMR spectra, is not straightforward.

In this chapter, an automated method is introduced for identifying structural groups in
unknown samples from NMR spectra. It is based on machine learning (ML), a rapidly
developing branch of science that aims to extract information from data to perform spe-
cific tasks without requiring explicit user-defined rules (even though user-defined rules
can in principle be included in ML methods). ML has already been used in combination
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with NMR spectroscopy many times, e.g., for the purpose of pattern recognition [36, 37],
metabolite fingerprinting [38], or in medical diagnostics [39]. In addition, Ref. [40] gives
an overview of ML methods for structure verification and discrimination with NMR
spectroscopy, for which an a-priori estimation of the molecular structure of the compo-
nent to be identified is required. Furthermore, Ref. [41] applied support vector regression
for determining the content of self-defined component classes (“saturates”, “aromatics”
, and “polars” ) in crude oil based on 13C NMR spectra after training their method to
mixture data. This approach was extended by Ref. [42] using data from infrared (IR),
1H, and 13C NMR spectroscopy. Ref. [43] used 13C NMR spectra for the identification
of natural product classes in unknown samples using ML.

A few automated methods for the identification of structural groups in pure components
have been described in the literature before: Refs. [44, 45] used discriminant functions
to identify structural groups in unknown pure components with 13C NMR spectroscopy
alone. This chapter takes not only a different mathematical approach for the discrim-
ination, but uses also 1H NMR spectra, besides 13C NMR spectra. Furthermore, it is
also applied to mixtures. In a recent work [46], different analytical techniques, namely
MS and IR spectroscopy, were used for the identification of structural groups from over
7000 spectra of pure components and applied to binary mixtures using a deep-learning
approach.

Most importantly, all approaches reported in the literature to date are restricted to the
identification of structural groups in unknown samples and, hence, yield only qualita-
tive information on the composition of the sample. Such information can be of great
practical interest, e.g., for process and reaction control or as the first step for struc-
ture elucidation. However, for many purposes, quantitative information is required, e.g.,
for modeling reaction and phase equilibria during process design and optimization. In
NMR spectroscopy, quantitative information is obtained by integration of the peaks in
the NMR spectra. Therefore, an approach for quantifying the structural groups in un-
known samples has to identify the groups and assign them to peaks in the NMR spectra
to enable a targeted integration. To the best of the authors’ knowledge, no generic ap-
proach that automates the quantitative structural group characterization of structural
groups in unknown samples based on NMR spectroscopy has been described previously
in the literature.

Two different methods to elucidate structural groups in unknown samples are described
in this chapter. Both methods are based on information from a 1H and a 13C NMR
spectrum of the sample of interest. The first method yields a qualitative characterization
of an unknown sample: it was developed and trained to identify structural groups and
is therefore called group-identification method in the following. In the present version of
this method, 13 structural groups are considered. The second method was developed and
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trained to identify the same structural groups in a sample and to assign them to peaks in
the 13C NMR spectrum of the sample. This method is therefore called group-assignment
method in the following and constitutes the basis for a quantitative characterization
of an unknown sample as described above. Of course, also in the group-assignment
method, the task of group-identification is implicitly solved. There are, however, good
reasons why this is not done exactly in the same way in both methods. Therefore, the
group-identification method is presented separately here. Details on the differences are
described below.

Both methods are based on the ML technique of support vector classification (SVC) [47].
A shallow ML approach is used here since the respective methods often work better on
rather small data sets, as they are common in natural science and engineering and also
present here, and are usually easier to interpret than deep-learning approaches [48]. SVC
methods are binary classifiers that separate data points into classes (here: structural
groups) by considering an input (here: 1H and 13C NMR spectrum of the sample). In
the most simple – but unfortunately rare – situation of a linearly separable data set and
only two distinguishable classes, a hard-margin SVC method maximizes the margin,
i.e., the distance between the “nearest” representatives of the two classes [47]. However,
SVC methods are flexible approaches that can be extended to also handle non-linearly
separable data and to the distinction of more than two classes, which is a prerequisite
for their application for solving the problems that are addressed here. Both methods
introduced here were trained to NMR spectra of almost 1000 pure components from the
Spectral Database for Organic Compounds (SDBS) [49]. As new routes are explored in
the present chapter, the complexity of the task was limited: only organic compounds
that contain the elements C, H, and O are considered. This class is still very large and
was deemed suitable and interesting enough for the present tests. Furthermore, the focus
here is on molecules of moderate size, not on macromolecules. After the training, both
methods were tested by predicting the structural groups in pure components from NMR
spectra from the SDBS database that were excluded from the training set. Furthermore,
NMR spectra of three ternary mixtures were recorded in the present chapter and used for
testing whether the methods work also for mixtures. The mixtures that were studied in
the present chapter were selected to cover most of the considered structural groups, while
containing components that were not in the (training) data set. No other information
than a single 1H and a single 13C NMR spectrum of each sample was thereby used.
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2.2 Data and Methods

2.2.1 NMR Spectra of Pure Components

For training and evaluation of the proposed methods, 1H and 13C NMR spectra of
985 pure components were taken from the Spectral Database for Organic Compounds
(SDBS) [49]. Mixtures of enantiomers were considered as pure components since they
cannot be distinguished in NMR spectroscopy. With few exceptions that are explained
in Appendix A, all components that consist only of carbon (C), hydrogen (H), and
oxygen (O), have a molar mass of up to 160 g mol-1, contain not more than eight carbon
atoms per molecule, and could be divided into the structural groups distinguished in
this chapter, cf. Table 1. A list of all considered components is given in Table A.5 in
Appendix A.

There are many different possibilities to divide components into structural groups. The
choice, which groups to consider and how to exactly define them, depends on the nature
of the problem that is considered; e.g., one may consider CH3, CH2, and CH as individual
groups, or lump them together. In this chapter, 13 common structural groups are
considered, which are listed in Table 1, covering a wide range of chemical diversity. The
definition of structural groups is thereby inspired by the “main-groups” of a very popular
group-contribution method for predicting thermodynamic properties, modified UNIFAC
(Dortmund) [50]. All structural groups considered here comprise a single carbon nucleus,
i.e., they yield a single peak in the proton-decoupled 13C NMR spectrum. The respective
group split for all components considered in the present chapter is given in Table A.5 in
Appendix A. In most cases, the group split is unambiguous; in a few cases, additional
rules are required, which are described in detail in Appendix A.
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Table 1: Structural groups distinguished in the present chapter. Each group contains
exactly one carbon.

Group label Description
CH3 Methyl group
CHx Linear alkyl group, x ∈ {0, 1, 2}
cyCHx Cyclic alkyl group, x ∈ {0, 1, 2}
CHxOH Aliphatic alcohol group, x ∈ {0, 1, 2, 3}
CHxO Ether group, x ∈ {0, 1, 2, 3}
CHx Aliphatic double bond carbon, x ∈ {0, 1, 2}
CHar

x Aromatic carbon, x ∈ {0, 1}
RO CHar

x Aromatic carbon with oxygen substituent, x ∈ {0, 1}
COOR Carbonyl group in an ester/lactone/anhydride
ROOCHx Alkyl group attached to an ester/lactone oxygen, x ∈ {0, 1, 2, 3}
COOH Carboxyl group
COald Carbonyl group in an aldehyde
COket Carbonyl group in a ketone

As described above, each structural group has a characteristic range in which its peaks
appear in NMR spectra [25, 33]. In Figure 1, the ranges in the 13C NMR spectrum
are graphically represented for the 13 structural groups and the 985 pure components
considered in this chapter. The color code in Figure 1 represents the number of pure
components in the data set that contain the respective structural group g that shows a
peak in a specific section s of the 13C NMR spectrum. That number is labeled here as
N s

g .

The data set is very imbalanced: some structural groups, such as CH3 and CHx, are
part of basically all considered components, whereas other structural groups, such as
COOH and COket, are part of much less components. Moreover, the ranges of chemical
shift, in which the peaks of a specific structural group appear, overlap substantially: in
all regions of the 13C NMR spectrum, peaks of at least two different structural groups
are observed. Hence, the definition of fixed ranges in the 13C NMR spectrum and simple
assignment of all peaks in a specific range to a specific structural group does not lead
to a satisfactory characterization of an unknown sample.
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Figure 1: Positions of the peaks of the considered 985 pure components in the 13C
NMR spectrum. The color code and the numbers inside the cells represent
N s

g , which is the number of components that contain a specific structural
group g (row) that induces a peak in a specific section s of the spectrum
(column). White cells refer to N s

g = 0.

In this chapter, the 1H NMR and 13C NMR spectra of all components were divided into
discrete sections, characterized by a grid in the chemical shift, that was equally spaced
both for 1H NMR and 13C NMR. The number of the sections is labeled here with S

1H

and S
13C, respectively. S

1H and S
13C are hyperparameters of the methods introduced

here and were determined as described in more detail below. For too large numbers of
S

1H or S
13C, the discretization is too fine and there will be not enough data in each bin to

enable reasonable learning. On the other hand, for too small numbers of S
1H or S

13C, the
discretization is too broad and the input data contain basically no information. For 1H
NMR spectra, the chemical shift range that was considered was 0-10 ppm; for 13C NMR
spectra, that range was 0-210 ppm. Consequently, each peak in an NMR spectrum of
the considered components was assigned to a specific section according to the respective
chemical shift as reported in the SDBS database [49], cf. Section 2.2.3. If numerical
values for the peak positions were given in the SDBS database, they were adopted. In
the few cases in which only a range of chemical shifts for a peak was reported in the
SDBS database, the mean of the upper and lower limit was used as position of the peak.
Peaks outside the defined ranges (< 0 ppm or > 10 ppm for 1H NMR spectra and < 0 ppm
or > 210 ppm for 13C NMR spectra) were assigned to the respective nearest sections.
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2.2.2 NMR Spectra of Mixtures

Besides pure component spectra, also 1H and 13C NMR spectra of three ternary mixtures
were measured in this chapter and used for testing the presented methods regarding
qualitative and quantitative structural group analysis. These mixture spectra were
not used for training the methods. An overview of the chemicals as well as detailed
descriptions of the experimental procedure, the data preprocessing, and the qualitative
and quantitative evaluation of the NMR spectra are given in Appendix A.

2.2.3 Definition of Input and Output Data

Supervised machine-learning approaches, such as SVC, aim at learning how to map
inputs x to outputs y by training to a labeled set of input-output pairs [47]. Two types
of outputs were used in the present chapter. They are labeled here with y for the group-
identification method and with Y for the group-assignment method. Hence, two data
sets Dpure

I = {(xi, yi)}
N
i=1 and Dpure

A = {(xi, Y i)}
N
i=1 were used to train and evaluate the

group-identification method and the group-assignment method, respectively. Both data
sets consist of N = 985 input-output pairs and were derived from the considered pure
component NMR spectra as described in the following.

The inputs x are the same in both data sets; their definition follows directly from
the previously described binning of the 1H and 13C NMR spectra described above, cf.
Section 2.2.1. Each 1H and 13C NMR spectrum was thereby translated into a bit vector
of length S

1H or S
13C, respectively, as follows: starting from 0 ppm in the spectrum and

the first entry of the bit vector, the entry of the bit vector was set to 1 if at least one
peak was observed in the respective section of the spectrum. This conversely means that
each zero-value entry represents a section in the spectrum in which no peak is present.
The order in which the information from the respective sections is translated into a bit
vector has no influence on the solution of the optimization problem; however, the order
chosen here is obviously intuitive. For each component i, the bit vector representing its
1H NMR spectrum was appended to the bit vector representing its 13C NMR spectrum.
Hence, for all 985 considered pure components i, a bit vector xi of length S

13C + S
1H

was obtained.

The output for the group-identification method, which aims at indicating whether spe-
cific structural groups are present in the sample or not, consists of one bit vector yi of
length G = 13 (since 13 structural groups are distinguished here, cf. Table 1) for each
pure component i. yi contains the information which structural groups are present in
component i according to the group-division scheme used in this chapter, cf. Table A.5
in Appendix A. Following the order of the structural groups in Table 1, the entries of
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yi were set to 1 if the respective structural group is part of component i, and set to 0
otherwise. The order of the structural groups, as the one of the sections in the NMR
spectra, can be chosen arbitrarily without influencing the solution of the optimization
problem.

The output for the group-assignment method, which aims at identifying and assigning
structural groups to peaks in the 13C NMR spectrum, consists of a bit matrix Yi of
dimension S

13C ×G for each component i. Y i(s, g) = 1 indicates that in section s of the
13C NMR spectrum of component i at least one peak induced by the structural group g

is observed. Conversely, Y i(s, g) = 0 indicates that no peak caused by structural group
g is observed in section s of the 13C NMR spectrum of component i.

The data sets Dpure
I = {(xi, yi)}

N
i=1 and Dpure

A = {(xi, Y i)}
N
i=1 were divided in three subsets

in this chapter: a training set to train the methods, a validation set to optimize the
hyperparameters of the methods, and a test set to evaluate their predictive performances.
Details on this procedure are given in the following sections.

Besides the two data sets from pure component NMR spectra, two additional data sets
Dmix

I = {(xj, yj)}
M
j=1 and Dmix

A = {(xj, Y j)}
M
j=1 consisting of M = 3 input-output pairs

derived from mixture NMR spectra were used for testing the group-identification method
and the group-assignment method, respectively, but not for training or validation of the
methods. Hence, Dmix

I = {(xj, yj)}
M
j=1 and Dmix

A = {(xj, Y j)}
M
j=1 were considered as

test sets only. The definition of the input and output vectors/matrices for the studied
mixtures was analogous to the procedure for the pure components, except that the
positions of the peaks were extracted from the experimentally recorded NMR spectra.
A detailed description of the procedure is given in Appendix A.

2.2.4 Support Vector Classification

SVC methods are by default binary margin classifiers that find a decision hyperplane
that separates training data points i into two distinguishable classes yi ∈ {−1, 1} by
considering their input xi. The output yi of an SVC method is constituted by the class
of i.

Real-world data are often not completely separable with a linear classifier. In this case,
soft-margin SVC can be applied that allows outliers, i.e., data points in the training
set that are incorrectly labeled by the algorithm. These outliers are penalized. To find
the decision hyperplane in linear soft-margin SVC, the following constrained convex
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optimization problem has to be solved [47]:

min
w,b,ξ

1
2 ⋅ ∥w∥

2
+C ⋅

N

∑
i=1

ξi (1a)

subject to yi(w
T ⋅xi + b) − 1 + ξi ≥ 0 i = 1, ..., N (1b)

ξi ≥ 0 i = 1, ..., N (1c)

where the decision hyperplane is defined by the normal weight vector w and the offset b.
Minimizing 1

2 ∥w∥
2 in the objective function (Eq. (1a)) represents maximizing the margin

between the classes as in the hard-margin case, while the term C ⋅∑
N
i=1 ξi penalizes the

outliers. ξi is called slack variable and represents the severity of each violation by an
outlier. C is a hyperparameter that weights the two contributions to the objective
function. Small values of C lead to a classifier that only slightly penalizes outliers in
the training data set, whereas large values of C yield a classifier that is very restrictive
to incorrectly classified training data points.

After training the algorithm, i.e., solving the optimization problem in Eq. (1) for the
training set, the decision function d(xi) = wT ⋅ xi + b, is used for the classification of
unseen data points i: if d(xi) > 0, i is assigned to the positive class (yi = 1), if d(xi) < 0,
i is assigned to the negative class (yi = −1) [47].

The concept of SVC can also be applied to non-linear classification problems, i.e., if the
data are intrinsically not separable by a linear classifier, by using the so-called kernel
trick [47]. Examples for linearly separable and non-linearly separable data sets are shown
in Figure A.6 in Appendix A. The input data are thereby transferred into a feature space
via a transformation function ϕ(x) [47]. Instead of an explicit transformation of the
input data into the feature space, a kernel function K(xi, xj) [47] is applied on pairs of
input vectors xi and xj:

K(xi, xj) = ϕ(xi)
Tϕ(xj) (2)

A kernel basically measures the pairwise similarity between two input vectors xi and
xj in the feature space (after the transformation). In this chapter, the so-called radial
basis function (RBF) kernel was used, which calculates the dot product from Eq. (2) as:

K(xi, xj) = exp(−γ ⋅ ∥xi −xj∥
2
) (3)

where γ is a hyperparameter. If the Kernel trick is applied, the decision function for
data point i is given by: d(xi) =wT ⋅ ϕ(xi) + b.
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2.2.5 Multi-label Classification

The above-described soft-margin SVC method is only applicable for binary classifica-
tions. In this chapter, 13 different classes (structural groups) are to be distinguished.
Furthermore, in general, multiple classes (different structural groups) can be assigned
to each data point (pure component or mixture). Therefore, the so-called one-vs-rest
strategy [51], in which multiple binary SVC methods (units) are jointly considered, was
applied here.

For the group-identification method, a separate (binary) SVC unit for each structural
group (13 in total) was trained to indicate whether the respective structural group is
present in the considered component or mixture, or not.

For the group-assignment method, the one-vs-rest strategy was applied separately for
each section of the 13C NMR spectrum. Hence, for each section, a set of (binary) SVC
units was trained to indicate the presence or absence of each structural group. The data
set for each set of SVC units (for a specific section of the 13C NMR spectrum) thereby
only contains the input-output pairs obtained from those pure component NMR spectra
that exhibit a peak in the respective section. Hence, in principle a total of S

13C × G

binary SVC could be trained. However, only for those structural groups that can in
principle, based on the training set, show peaks in the respective section of the 13C
NMR spectrum, an SVC unit was trained. I.e., the number of SVC units that were
trained for each section varies. As an example, for the section “>201 ppm” in Figure 1,
only two SVC units were trained, one for identifying COald groups and one for identifying
COket groups, since for all other structural groups, no positive examples for this section
were available in the training data set.

2.2.5.1 Classification Scores

Classification scores are used to evaluate a method’s capability to correctly assign classes
to data points. In this chapter, the F1 score was used to evaluate the performance of
the group-identification method for predicting the correct structural groups g (classes)
based on the NMR spectra of pure components (input). F1 scores of 1 correspond to
perfect predictions. For the group-assignment method, the evaluation was done for each
section s of the 13C NMR spectrum. The F1 score is defined as the harmonic mean of
precision Pg and recall Rg and was calculated for each structural group g:

F1,g = 2 ⋅ Pg ⋅Rg

Pg +Rg

(4)

The precision Pg for group g is defined as the ratio of the number of data points that
are correctly labeled with group g (True Positive, TPg) and the total number of data
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points that are labeled with g, i.e., the sum of TPg and the number of data points that
are incorrectly labeled with group g (False Positive, FPg):

Pg =
TPg

TPg + FPg

(5)

The recall Rg for group g, on the other hand, is defined as the ratio of TPg and the
sum of TPg and the number of data points that are incorrectly not labeled with group
g (False Negative, FNg):

Rg =
TPg

TPg + FNg

(6)

The F1 scores for all groups g are summarized in the F macro
1 score, which is defined as

the mean of the individual F1,g scores [52]. Only the F1,g scores for which meaningful
values could be obtained, i.e., the scores for those groups g for which a classifier was
trained, were thereby considered.

2.2.5.2 Training, Hyperparameter Optimization, Evaluation with Pure
Component Data

As described above, the data sets Dpure
I = {(xi, yi)}

N
i=1 and Dpure

A = {(xi, Y i)}
N
i=1 derived

from the pure component NMR spectra were divided in three subsets in this chapter:
a training set, a validation set, and a test set. The training set was used for fitting
the parameters of the SVC method. The validation set was used for hyperparameter
optimization to prevent overfitting on the training set. The test set was used for testing
the predictive performance of the trained classifiers on unseen data points.

Group-Identification Method
For the group-identification method, nested cross-validation [53–55] with an outer loop
with ten folds and an inner loop with five folds was applied. Hence, in the outer loop,
10% of the data points in Dpure

I = {(xi, yi)}
N
i=1 were defined as test data and not used

for training or hyperparameter optimization. The remaining 90% of the data, in turn,
were split in 80% training and 20% validation data.

In the inner loop, the hyperparameters S
1H and S

13C were specified and the remaining
hyperparameters C and γ were determined to maximize the average F macro

1 score on
the validation data (averaged over the five folds in the inner loop) after training the
method to the training data. After setting C and γ to the optimized values, the group-
identification method was then trained to all data in the inner loop and applied to
classify the test data, that had been withheld in the outer loop. This procedure was
repeated ten times such that each data point served once as test data point, i.e., a
predicted classification for each data point was obtained, which could then be compared
to the true class label.
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The whole procedure of nested cross-validation for the group-identification method was
repeated for different combinations of S

1H and S
13C, i.e., for different discretizations

of the NMR spectra. The scanned grids for all hyperparameters are summarized in
Table 2.

Table 2: Ranges in which the hyperparameters were optimized for the group-
identification method. The grids for S

1H and S
13C were evenly distributed

in a linear scale; the grids for C and γ were evenly distributed in a loga-
rithmic scale. For C and γ, the procedure for the group-assignment method
was the same, while S

1H and S
13C were not optimized but set to 14 and 23,

respectively.

Hyperparameter Type Grid No. of points
S

1H Integer 10 − 20 11
S

13C Integer 15 − 25 11
C Float 10−3 − 102 30
γ Float 10−5 − 100 30

Group-Assignment Method
For the group-assignment method in combination with the pure component data Dpure

A =

{(xi, Y i)}
N
i=1, the applied procedure of nested cross-validation was analog, except that

S
1H = 14 and S

13C = 23 were used, as this combination worked well for the group-
identification method, cf. Section 2.3. Furthermore, only five folds were used in both
the inner and outer loop to split the data into training, validation, and test sets.
Computational Details
Both methods were implemented in Python 3.7 using scikit-learn 0.22 [55] on a Linux
system (Linux Ubuntu, Intel (R) Xeon (R) 2.4 GHz). The implementation is based on
the library libsvm [56]. Because the studied data set is very imbalanced, cf. Figure 1, the
option of weighted SVC in scikit-learn [55, 56] was used to optimize the hyperparameter
C. The data splits were performed randomly, but using the learning library scikit-
multilearn [57] and the multi-label data stratification technique based on Ref. [58] to
reduce imbalances between classes in the different folds, where applicable.

2.2.5.3 Application to Mixture Data

Both methods were also tested for the elucidation of structural groups in unknown mix-
tures. Therefore, the group-identification method and the group-assignment method
were trained to the complete pure component data sets Dpure

I = {(xi, yi)}
N
i=1 or Dpure

A =

{(xi, Y i)}
N
i=1, respectively, using a five-fold cross-validation to optimize the hyperpa-

rameters C and γ on a logarithmic grid (150 x 150) with the same boundaries as stated
in Table 2 while setting S

1H = 14 and S
13C = 23. Furthermore, in this case, an additional
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post-processing step was included to assure the physical consistency of the predictions.
For the group-identification method, this post-processing step basically prevents that
the method predicts more structural groups in a sample than different peaks are present
in its 13C NMR spectrum (it is supposed that each different structural group results in a
distinct peak, which is a reasonable assumption in 13C NMR spectroscopy) and that the
method predicts at least one structural group if at least one peak is present in the 13C
NMR spectrum. If required, the predictions were corrected in the post-processing step:
if too many structural groups were predicted, the structural groups with the smallest
positive decision function value were rejected as positive classes until physical consis-
tency was achieved; if no structural group was predicted although a peak in the 13C
NMR spectrum was observed, the group with the highest decision function value was
accepted as positive class. For the group-assignment method, these rules were applied
for each section of the 13C NMR spectrum. In Appendix A, a step-by-step example
for the application of the group-assignment method to mixture spectra is presented,
which includes the description of the application of the post-processing rules. This is
the most sophisticated of the studied scenarios; a transfer to the application of the
group-identification method to mixture spectra, or of both methods to pure component
spectra is straightforward.

2.3 Results

2.3.1 Structural Group Analysis Based on Pure Component
Spectra

2.3.1.1 Group-identification Method

The highest average F macro
1 validation score (averaged over the ten folds in the outer

loop) of the group-identification method if applied to the considered pure component
NMR spectra was obtained by dividing the 1H NMR spectra and 13C NMR spectra into
14 and 23 sections, respectively, i.e., for S

1H = 14 and S
13C = 23, as shown in Figure A.4

in Appendix A. However, Figure A.4 also demonstrates that the group-identification
method is very robust regarding the binning of the NMR spectra within the studied
grids: the results of the F macro

1 validation scores vary only between 0.86 and 0.90; the
lowest scores were found for the smallest studied values for S

13C (S13C = 15).

In the following, the predictive performance of the group-identification method for pure
component NMR spectra is evaluated using S

1H = 14 and S
13C = 23 only and study the

F1 test scores for the considered structural groups, which indicate how reliably a specific
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group g is identified by the method. Figure 2 shows the F1 test scores for all considered
structural groups g as a function of the number of pure components Ng in the data set,
in which the respective structural group g is present.
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Figure 2: F1 test scores of the group-identification method for the considered struc-
tural groups g and the NMR spectra of the considered pure components. Ng

denotes the number of pure components in the data set in which the respec-
tive structural group g is present.

Obviously, the F1 score for a specific structural group g does not depend on the number
of pure components Ng in the data set in which this group is present. For instance, the
CH3 group is the most frequent group in the data set and present in nearly 700 of the
985 considered components, but does not exhibit a significantly greater F1 score than
most other structural groups; the same holds for the second most frequent group in the
data set CHx. This is considered as a strength of the method, proving that it is not
overfitted or biased towards frequent structural groups, but also shows good results for
less frequent groups.

Overall, the group-identification method shows a good performance in identifying struc-
tural groups from pure component NMR spectra with F1 scores greater than 0.8 for all
groups except for cyCHx. The different performances for different structural groups can
mostly be attributed to the presence or absence of characteristic peaks for the respective
groups in the NMR spectra. For instance, the cyCHx group shows peaks over a wide
range of chemical shifts in the 13C NMR spectrum, overlapping with ranges of mainly
five other structural groups (CH3, CHx, CHxOH, CHxO, and ROOCHx), cf. Figure 1.



2.3 Results 19

Also, the protons of the cyCHx group can yield peaks at a great variety of chemical shifts
in the 1H NMR spectrum ranging from very low chemical shifts (<0.4 ppm) for three-
membered rings (e.g., cyclopropane) [33] to higher chemical shifts that overlap with
those of the protons in, e.g., CHx and CH3 groups. Hence, the identification of cyCHx

groups based only on a 13C and a 1H NMR spectrum is extremely difficult, in some
cases basically impossible. Taking into account these difficulties, the obtained scores of
the group-identification method for the cyCHx group are remarkable. The performance
can be further improved by including information from additional NMR experiments,
such as recording distortionless enhancement by polarization transfer (DEPT) NMR
spectra, as demonstrated in Chapter 3. DEPT spectra allow the distinction of carbon
nuclei based on their multiplicity, which yields distinguishable peaks for, e.g., CH3 and
cyCHx groups. Another option to react to this finding would be to refrain from trying
to identify the cyCHx group from the 13C and 1H spectra, and to reduce the number of
groups, e.g., by merging the CHx and the cyCHx group.

For other structural groups that also show substantial overlapping of their peaks’ char-
acteristic ranges with those of other groups in the 13C NMR spectrum, such as CHx

and CHar
x groups, cf. Figure 1, excellent scores were obtained. Both groups show

characteristic peaks in the 1H NMR spectrum, which presumably helps the method
to identify them. Another example is the successful distinction of COOH and COOR
groups, which is difficult based on 13C NMR alone, as the respective characteristic ranges
strongly overlap, but which is especially important regarding the prediction of reactiv-
ities and fluid properties in general [59]. The high scores for these groups can also be
attributed to the consideration of 1H NMR spectra in addition to 13C NMR here, since
the related peaks in 1H NMR spectroscopy are often distinct [25, 33]. These findings
underpin the importance of combining information from different NMR experiments as
realized in this chapter and in contrast to previous studies. It is noted that most of the
NMR spectra considered here were recorded with the solvent CDCl3; only the spectra
of 92 components were recorded in other solvents. As the chemical shift of a structural
group is sensitive to the used solvent, one could assume issues with the reliability of the
group-identification method for samples recorded in other solvents than CDCl3. There-
fore, in Figure A.7 in Appendix A, the influence of the solvent on the performance of the
group-identification method is studied. The results indicate that the method is quite
robust regarding different solvents. However, in future work, additional information on
the solvent can be incorporated as input data in the approach, e.g., by considering an
additional bit vector that encodes the solvent.
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2.3.1.2 Group-assignment Method

Figure 3 shows the performance of the group-assignment method when applied to the
considered pure component spectra. A separate F1 test score for each combination of
structural group g and section s in the 13C NMR spectrum is considered, termed F s

1,g,
and thereby evaluated how reliably the method identifies a structural group and assigns
it to the correct peak (section) in the 13C NMR spectrum. Only structural group/section
combinations with at least three positive examples in the data set were thereby taken
into account, cf. shaded areas in Figure 3, since the results for combinations with less
positive examples are guaranteed to be inconclusive due to the procedure of nested cross-
validation where the data set was divided in three subsets. The higher the number of
positive examples per combination, the higher the probability to obtain meaningful test
scores. To obtain interpretable scores, at least one positive example in each subset is
required. However, it is not guaranteed that with three positive examples per structural
group/13C NMR section combination, the respective test scores in Figure 3 are always
reasonable, since a homogeneous data splitting was not enforced, i.e., all three positive
examples for a specific combination could be part of the same set, even if the multilabel
data stratification technique that was used tries to avoid this [58]. For more details,
cf. Section 2.2.5.2.
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Figure 3: F1 test scores (indicated by the color code) of the group-assignment method
for the considered structural groups g and the sections s of the 13C NMR
spectra of the considered pure components. The numbers inside the cells
indicate the number of components N s

g in the data set that contain the
respective structural group g (row) inducing a peak in the respective section
s of the 13C NMR spectrum (column). Shaded areas indicate structural
group/section combinations with less than three positive examples in the
data set, which were not taken into account.

The color code in Figure 3 represents the F1 scores whereas the numbers inside the cells
denote the number of positive examples for each structural group/section combination
in the data set, i.e., the number of components N s

g in the data set that contain the re-
spective structural group g (row), which in turn induces a peak in the respective section
s of the 13C NMR spectrum (column). For most structural group/section combinations,
high F1 scores are observed, i.e., the method successfully identifies and assigns structural
groups to the correct sections in the 13C NMR spectrum. Even structural groups whose
peaks in the 13C NMR spectrum strongly overlap, such as CHx and CHar

x groups,
can be distinguished with high success rate. Low F1 scores are observed for structural
group/section combinations with very few positive examples in the data set. This ob-
servation is consistent with the expectations, as it is difficult for a purely data-driven
approach, as applied here, to learn to properly classify from rare examples. In Figures
A.8-A.10 in Appendix A, the performance of the group-assignment method for the appli-
cation to NMR spectra of larger, more complex molecules (up to 306 g mol-1) is shown.
All these components, and the respective spectra, were not part of the training data set;
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please note that the methods were trained to data for pure components up to 160 g mol-1

only, cf. above. It is emphasized that the applicability of the methods introduced in
the present chapter is not restricted to small molecules as a result of the consideration
of structural groups instead of components; the molar mass of a component should not
have a significant impact on the performance of the methods.

The group-assignment method can of course also be used for simply identifying structural
groups in an unknown sample (without assigning the groups to peaks in the 13C NMR
spectrum). Figure 4 shows the performance of the group-assignment method applied
to the pure component spectra for this purpose by considering the F1 test scores for
the sole identification of the groups g irrespective of the section in which the respective
peaks are observed.

In analogy to Figure 2, these scores are termed F1,g in Figure 4. F1,g for a specific
group g was calculated by summing all F s

1,g test scores of group g and weighing with the
number of positive examples of the respective group g in section s (N s

g ), cf. Figure 3:

F1,g =

S
13C

∑
s=1

F s
1,g ⋅N

s
g

S13C

∑
s=1

N s
g

(7)

Only the F s
1,g test scores for those group g / section s combinations for which at least

three positive examples were available in the data set were thereby considered to obtain
interpretable results, as discussed above.

For most structural groups, the group-assignment method shows slightly worse perfor-
mance than the group-identification method, cf. Figure 2. This is hardly surprising,
since the “building blocks” of the group-assignment method (a separate classifier for each
combination of structural group and section in the 13C NMR spectrum) were trained on
much smaller data sets than the “building blocks” of the group-identification method
(a separate classifier for each structural group), as explained in Section 2.2.5. Hence,
if only the identification of structural groups in an unknown sample is required, the
group-identification method should be employed. In future work, both methods could
be combined by using the output of the group-identification method, i.e., the obtained
information on the presence of structural groups in an unknown sample, as additional
input for the group-assignment method to further improve its performance.
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Figure 4: F1 test scores of the group-assignment method for the sole identification of
the considered structural groups g and the NMR spectra of the considered
pure components. For each group g, the respective score was calculated by
summing all F s

1,g test scores for group g (and all relevant sections s) and
weighing with the number of positive examples for the respective structural
group / section combination, cf. Figure 3.

2.3.2 Structural Group Analysis in Mixture Spectra

In the following, the evaluation for the application of both proposed methods for the
elucidation of structural groups based on NMR spectra of mixtures is shown. Table 3
summarizes information on the mixtures studied here. It is emphasized again that both
methods were trained to pure component data only, cf. Section 2.2.5.3. Mixture I
includes only components that are also part of the pure component data set. Mixture II
contains two such components (acetone and 4-hydroxybenzoic acid) and one component
that was not part of the pure component data set (ibuprofen). Mixture III contains
two components that were not part of the pure component data set (ibuprofen and
tert-butylhydroquinone).
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Table 3: Overview of the mixtures studied in this chapter. In the last column, all
structural groups in the respective mixture according to the group division
scheme used here are given (the order of the groups follows the order in Table 1
and does not correspond to the individual components).

Mixture Components i xi / mol mol−1 Structural groups

I
1-Propanol
Acetone
Ethyl acetate

0.29
0.51
0.20

CH3, CHx, CHxOH,
COOR, ROOCHx,
COket

II
Ibuprofen
Acetone
4-Hydroxybenzoic acid

0.03
0.93
0.04

CH3, CHx, CHar
x ,

RO CHar
x , COOH,

COket

III
Ibuprofen
Acetone
tert-Butylhydroquinone

0.03
0.93
0.04

CH3, CHx, CHar
x ,

RO CHar
x , COOH,

COket

2.3.2.1 Group-identification Method

Figure 5 shows the results for the application of the group-identification method to the
1H and 13C NMR spectra of the studied mixtures: the structural groups that are pre-
dicted by the method for each mixture are compared to the groups that are in fact present
in the mixtures. Overall, excellent agreement of the predictions with the ground truth
is observed: most groups are correctly predicted by the group-identification method. In
mixture I, the only error is that the method predicts an ether group (CHxO) instead of
an alcohol group (CHxOH). This can presumably be explained by the massive shifting
of the peak of the hydroxyl proton of the CHxOH group in the 1H NMR spectrum,
cf. Figure A.1 in Appendix A. Also for the other mixtures, very good predictions are
obtained with the group-identification method; in mixture II, it only falsely predicts the
presence of a ROOCHx group, whereas it misses a COOH group in mixture III.
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Figure 5: Results of the application of the group-identification method to the NMR

spectra of mixtures I - III, cf. Table 3. Green areas indicate correct predic-
tions, orange areas indicate mistakes.

The results demonstrate the broad applicability of the proposed group-identification
method. After training the method to pure component data only, it gives excellent
predictions also for mixtures. The results also show that it is not required that the
mixture components are (as pure components) part of the training set of the method.

2.3.2.2 Group-assignment Method

In Figure 6, the results for the application of the group-assignment method to identify
the structural groups in the mixtures I - III based on a 1H and a 13C NMR spectrum of
each mixture and, additionally, to assign the identified structural groups to sections of
the 13C NMR spectrum are shown.

In Figure 6 (a), the results for mixture I are shown. Almost all structural groups in this
mixture are correctly identified by the method and assigned to the correct sections in the
13C NMR spectrum. Just like the group-identification method, the group-assignment
method thereby confuses the peaks of an alcohol group (CHxOH) with those of an
ether group (CHxO). Furthermore, one CH3 group is overseen by the group-assignment
method: all peaks in the respective section of the 13C NMR spectrum are assigned to
CHx groups.

In Figure 6 (b), the respective results for mixture II are shown. The method confuses
a carboxyl group (COOH) with an ester group (COOR), presumably due to the peak
of the proton of the CHx group at 3.71 ppm in the 1H NMR spectrum, which falls in
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the characteristic region for the proton(s) of the ROOCHx group, cf. Figure A.2 in Ap-
pendix A. The identification of carboxyl groups in mixtures is particularly challenging,
since the peaks of carboxyl protons can significantly shift depending on the composition.
The situation could be improved by integrating information on the uncertainty of the
positions of the peaks in further work. Except for a CH3 group that is missed by the
method, all remaining groups are correctly identified and assigned to sections in the 13C
NMR spectrum.

Figure 6 (c) shows the results for mixture III. Although two components of this mixture
(ibuprofen and tert-butylhydroquinone) were not considered in the training step, i.e.,
their pure component spectra were not part of the training data, the overall performance
of the group-assignment method for analyzing the structural groups is very good. As
in mixture I and II, the method oversees a CH3 group and also has some difficulties to
correctly identify and assign the different aromatic carbons in the mixture, cf. regions
ranging from 137-155 ppm in the 13C NMR spectrum. This could be caused by the
upfield shifting of the aromatic protons of tert-butylhydroquinone close to the charac-
teristic regions of olefinic protons, cf. Figure A.3 in Appendix A. In Figure A.11 in
Appendix A, additional results of the application of the group-assignment method to
further mixtures, including aqueous mixtures, are shown.
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Figure 6: Prediction of structural groups in mixtures I - III (cf. Table 3) and as-
signment to sections in the 13C NMR spectrum with the group-assignment
method. Green areas indicate correct predictions, orange areas indicate mis-
takes.
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Overall, excellent predictions with the group-assignment method if applied to NMR
spectra of mixtures are obtained. These predictions can not only serve as qualita-
tive analysis of unknown mixtures, i.e., to answer the question which structural groups
are present in a mixture (which can be even better handled by the presented group-
identification method), but also constitute the basis for a quantitative elucidation of
unknown mixtures, i.e., to answer the question which structural groups are present in a
mixture in which concentration. Based on the results of the group-assignment method,
quantitative predictions can be obtained by section-wise integration of the 13C NMR
spectrum of the studied mixture. Figure 7 shows such quantitative predictions in the
form of group mole fractions for mixtures I - III obtained with the group-assignment
method and compares them to the true group composition of the mixtures, which is
available from sample preparation, cf. Section A.1.2 in Appendix A for details.

In Figure 7(a), the results for mixture I are shown. For most structural groups, excellent
predictions for the group mole fractions are achieved. The group-assignment method
only confuses the CHxOH group with the CHxO group, cf. Figure 6(a), which is also
reflected in the quantitative results here. No predictions for the individual mole fractions
of the CH3 group and the CHx group are reported here, as the current version of the
group-assignment method is not able to differentiate between peaks within the same
section of the NMR spectrum. Therefore, only the sum of both group mole fractions
(CH3/CHx) is represented. A comparison between the prediction for this summed group
mole fraction and the ground truth shows high accuracy.
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Figure 7: Prediction of mole fractions of structural groups in mixtures I - III (cf.
Table 3) obtained from the results of the group-assignment method and
a section-wise integration of the 13C NMR spectrum, cf. Section A.1.2 in
Appendix A.
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The knowledge of the sum of the mole fractions of CH3 and CHx groups is sufficient
for many purposes, as one can argue that these two groups are very similar not only
pertaining to their peaks in 1H and 13C NMR spectroscopy, but also regarding their
influence on the properties of components (or mixtures) they are part of. It is likely
that for estimating the properties of components (or mixtures) with thermodynamic
group-contribution methods, the individual mole fractions of CH3 and CHx groups are of
minor importance whereas a good prediction of the sum of the two group mole fractions
is crucial. As an example, consider modified UNIFAC (Dortmund) [50], which is one of
the most successful thermodynamic group-contribution methods. In modified UNIFAC
(Dortmund) CH3 and CHx belong to the same “main-group”, which means that the same
interaction parameters are used for both groups. Figure 7(b) shows the quantitative
predictions for mixture II. Excellent agreement between the predictions and the ground
truth was observed for all structural groups, only a small number of COOR groups is
mistakenly predicted. In Figure 7(c), the results for mixture III are shown, which are
similar to those for mixture II. The mole fractions of most groups are predicted very
well, except for a small amount of CHx groups that is mistakenly indicated by the
group-assignment method. Overall, excellent agreement between prediction and ground
truth was found.

The obtained quantitative group-specific characterizations can, e.g., directly be used
for the prediction of fluid properties of unknown mixtures with thermodynamic group-
contribution methods, as recently demonstrated in Refs. [59–63] and Chapters 5 and 6. It
is emphasized that the introduced methods in this chapter do not aim at outperforming
human spectroscopists. In contrast, the methods are supposed to support chemists or
engineers in the evaluation of NMR spectra; especially if a great many of spectra has to
be evaluated such an automated approach is a huge asset.

2.4 Conclusions

In this chapter, two methods have been introduced to elucidate the structural groups
in unknown pure components and mixtures based on one 1H NMR spectrum and one
13C NMR spectrum of the considered sample and using the concept of support vector
classification. The first method, called group-identification method, yields qualitative
information on the presence or absence of 13 different structural groups in an unknown
sample. The second method, called group-assignment method, paves the way for a
quantitative analysis of unknown samples by identifying the same 13 different struc-
tural groups in the sample and additionally assigning the identified groups to peaks in
the 13C NMR spectrum of the sample; information on the concentration of the struc-
tural groups can then be obtained in a simple manner by integration of the peaks in
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the 13C NMR spectrum, as demonstrated in the present chapter. Both methods were
trained to 1H and 13C NMR spectra of nearly 1000 pure components for which the
required information, i.e., the constituent structural groups, were available. The pre-
dictive performance of both methods for pure components was evaluated using nested
cross-validation and high classification scores for unseen data points, which were with-
held during training and validation, were obtained. Additionally, the applicability of
both methods to mixtures was demonstrated using three ternary mixtures as examples
that were experimentally studied in this chapter. Although both methods were trained
to pure component data only, high success rates were found for mixtures as well. The
proposed methods pave the way for an automated reliable qualitative and quantitative
characterization of unknown components or mixtures, which occur frequently in prac-
tice. The present chapter demonstrates that based on conventional 1D NMR spectra,
which can easily be obtained in practice, reasonable predictions for the structural groups
in unknown samples can be achieved. The obtained group-specific characterizations can,
e.g., be used for the prediction of fluid properties of unknown mixtures with thermody-
namic group-contribution methods, which is especially simple with the approach here
as the definition of structural groups here is closely related to that of modified UNIFAC
(Dortmund), indicating a great influence of the proposed methods on process design
and optimization in chemical engineering. Chapter 3 demonstrates that the developed
methodology can easily be extended to incorporate additional information, e.g., from
13C DEPT NMR spectra.
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3 NMR Fingerprinting based on
1H, 13C, and 13C DEPT NMR

3.1 Introduction

Chapter 2 has built the foundations for automatically identifying structural groups from
NMR spectra using the machine-learning concept of support vector classification. In
this chapter, the NMR fingerprinting concept is substantially extended to also include
information from 13C DEPT NMR spectra in addition to 1H and 13C NMR spectra of
the sample. The 13C DEPT NMR spectra thereby provide direct information on the
substitution degree of the carbon atoms and are used here to differentiate, e.g., between
’CH3’ and ’CH2’ groups in the sample.

Furthermore, in this chapter, SMARTS are incorporated in the NMR fingerprinting
framework. SMARTS [64] is an acronym for SMILES [65] arbitrary target specification
strings, which are based on the simplified molecular-input line-entry system (SMILES),
which, in turn, is a system to represent components by simple text strings. SMARTS are
used here for a rigorous definition of the distinguished structural groups in the NMR
fingerprinting framework and enable a fully automated training workflow. SMARTS
also provide great flexibility in defining the groups so that the approach can be straight-
forwardly tailored to a specific application.

Additionally, the NMR fingerprinting method was extended in the present chapter to
optionally consider prior knowledge about the presence or absence of labile protons in the
sample, i.e., protons that show chemical exchange with other protons in the sample, if
such information is available. Information about the presence of labile protons can, e.g.,
be identified by their broad peak form in 1H NMR spectroscopy or from heteronuclear
single quantum coherence (HSQC) experiments.

The new method was trained on spectra of 2839 pure components from two data
banks, namely, the NMRShiftDB [66] and the Biological Magnetic Resonance Data
Bank (BMRB) [67], and was tested using rigorous nested cross-validation (CV). Fur-
thermore, a data augmentation technique was developed to substantially increase the
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training data set and address the fact that no comprehensive data bank for NMR spectra
of mixtures is available. Finally, several test mixtures were analyzed with an 80 MHz
benchtop NMR spectrometer, and the recorded spectra were used as input for testing
the new approach in a practical setting.

The developed method here is made available on an interactive website (https://
nmr-fingerprinting.de), which enables testing and applying the method pre-
sented here through a graphical user interface (GUI) without the need for any program
installation. The user supplies the spectral information and gets the corresponding
NMR fingerprint.

3.2 Overview of the Workflow

Figure 8 visualizes the workflow of the method developed in this chapter, which can
be used via the website (https://nmr-fingerprinting.de). The method’s goal
is identifying structural groups in an unknown sample and assigning them to peaks in
the 13C NMR spectrum of the sample. In the present version, the NMR fingerprinting
method can differentiate thirteen structural groups, which are summarized in Table 4.
The groups are the same as in Ref. [68], cf. also Chapter 2, but SMARTS strings for
each group are also provided here.

For using the method, a 1H NMR spectrum, a 13C NMR spectrum, and 13C DEPT
90/135 NMR spectra of the studied sample are required. Specifically, the chemical
shift of all peaks in the 1H NMR (except the peaks of labile protons) and in the 13C
NMR spectrum as well as the substitution degree of each carbon atom, which can be
automatically determined considering the signs of the peaks in the DEPT 90/135 NMR
spectra [69], are needed for defining the input of the method.

Furthermore, the method described here uses binary information about the presence
or absence of labile protons in the sample. In Appendix B, an additional variant of
the NMR fingerprinting method that does not require this additional information on
labile protons is presented, which should be used in cases where such information is
unavailable.

https://nmr-fingerprinting.de
https://nmr-fingerprinting.de
https://nmr-fingerprinting.de
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Figure 8: Workflow of the developed NMR fingerprinting method using an SVC for
predicting structural groups based on spectral information from 1H, 13C,
and 13C DEPT NMR spectra as well as using binary information about
the presence or absence of labile protons in the sample. In Appendix B, a
variant of the method that does not require information about labile protons
is presented.
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Table 4: Structural groups distinguished in the present chapter and the respective
SMARTS strings for their representation. Each group contains exactly one
carbon atom and x is the number of protons directly bonded to the carbon
atom.

Label Group name SMARTS representation
CH3 Methyl [CX4;D1;!$(C[!#6])]

CHx Alkyl; x ∈ {0, 1, 2} [CX4;D2,D3,D4;
!$(C[!#6]);!R]

cyCHx Cyclic alkyl; x ∈ {0, 1, 2} [CX4;!$(C[!#6]);R]

CHxOH Alcohol; x ∈ {0, 1, 2, 3} [CX4;!$(C[OX2H0]
[CX3H1,CX3](=O))][OX2H]

CHxO Ether; x ∈ {0, 1, 2, 3} [CX4;$(C[OD2]);!$(C[OX2H0]
[CX3H1,CX3](=O));!$(C[OX2H])]

CHx Aliphatic double bond; x ∈ {0, 1, 2} [CX3;!$(C∼[!#6])]
CHar

x Aromatic carbon; x ∈ {0, 1} [cX3;!$(c∼[!#6])]

RO CHar
x

Aromatic carbon with
oxygen substituent; x ∈ {0, 1}

[cX3;!$(c=O);$(c∼[#8X2])]

COOR Ester/lactone/
anhydride carbonyl

[CX3H1,#6X3](=O)[#8X2H0]

ROOCHx
Alkyl next to ester/lactone
oxygen; x ∈ {0, 1, 2, 3}

[CX4;$(C[OX2H0;$(O(C(=O)))])]

COOH Carboxylic acid [CX3](=O)[OX2H1]
COald Aldehyde [CX3H1;!$(C[!#6])](=O)
COket Ketone [#6X3H0;!$([#6][!#6])](=O)

The spectral information, as well as the information on the presence or absence of labile
protons, are used for defining the input vector xi of a sample i for the SVC, whereby
the NMR spectra are in general equidistantly binned and the peaks are assigned to the
respective sections in the spectra, cf. Section 3.3.1 for details. The information about the
presence or absence of labile protons in the sample can come from different sources. In
many cases, one will know if, e.g., carboxylic acids or alcohols are present in the sample.
However, even if this information is not available a priori, there are multiple ways to its
determination. For instance, labile protons can often be recognized from the 1H NMR
spectrum since they usually show characteristic, very broad peaks. Alternatively, HSQC
NMR spectra can be used, where peaks of labile protons show no correlation with any
carbon nucleus in the sample. Another established method is the so-called D2O-shake,
i.e., the addition of a small amount of deuterated water to the sample, which will cause
the peaks stemming from labile protons to vanish or at least significantly change their
position and/or amplitude if compared to a 1H NMR spectrum before adding D2O. Also,
simple pH measurements can detect labile protons, specifically the ones from carboxylic
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acids.

The SVC method was trained on labeled data for 2839 pure components to predict the
structural groups summarized in Table 4, cf. Section 3.3.3 and Appendix B for details.
Finally, by integrating the peaks in the 13C NMR spectrum, the concentrations of all
identified structural groups can be directly obtained.

3.3 Data and Methods

3.3.1 Generation of Input and Output Data for Training

For training the method, only experimental data for pure components were used and
retrieved from two NMR data banks, cf. Section 3.3.2. Furthermore, synthetic mixture
data were generated to augment the training set by combining the processed experimen-
tal pure-component data in the nested CV, cf. below for details. In general, for training
the method and evaluating it on the pure-component data, all peaks of labile protons
were removed from the 1H NMR spectra.

For generating the input data for the training, the substitution degree of each carbon
atom in each pure component, i.e., primary (P), secondary (S), tertiary (T), or quater-
nary (Q), was determined automatically based on the structure of the component using
RDKit [70], cf. Appendix B for details. Furthermore, the 13C and 1H NMR spectra of
all pure components from the data set were divided into equidistant discrete sections.
For the 13C NMR spectra, the chemical shift range from 0-210 ppm was considered and
divided into S

13C = 21 sections of 10 ppm width. For the 1H NMR spectra, the chemical
shift range from 0-10 ppm was considered and divided into S

1H = 20 sections of 0.5 ppm
width.

Following this binning procedure and taking into account the information on the substi-
tution degree of the carbon atoms, the 13C NMR spectrum of component i was translated
into four bit vectors x

13C
i (one for each substitution degree), each of the length S

13C in
the following way: starting from 0 ppm, the bit vector’s entry for a specific section s

was set to 1 if at least one peak associated to a carbon atom with the respective substi-
tution degree was observed in the respective section. The four vectors for the different
substitution degrees were subsequently concatenated to a single vector of length 4 ⋅S13C.
Furthermore, the input vector x

1H
i resulting from the binned 1H NMR spectrum was

generated analogously and appended to the carbon bit vector resulting in a single vector
of length 104 (4 ⋅21+20). If peaks were observed outside the above-defined ranges of the
NMR spectra, they were assigned to the respective nearest (edge) sections. Finally, a
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single bit indicating whether labile protons are present (=̂ 1 ) or absent (=̂ 0) in the com-
ponent was appended, resulting in the input vector xi of length 105 for each component
i. More details on the input data generation can be found in Appendix B.

The general goal of the developed method is to identify and assign the structural groups
g from Table 4 to sections s in the 13C NMR spectrum of a component i. Hence, as
the output of the method, the matrix Y i was defined for each component i from the
data set, which is a bit matrix of dimension S

13C x G, where Y i(s, g) = 1 indicates
the presence of at least one peak induced by structural group g in section s and G is
the total number of distinguished groups (G = 13, cf. Table 4). The output matrix
for each component was generated automatically using the respective SMARTS strings,
cf. Table 4, and the RDKit package [70], cf. Appendix B for details.

3.3.2 Collection of Pure-component NMR Data

Raw NMR spectra of 2839 pure components were adopted from the BMRB [67] data
bank and the NMRShiftDB [66] data bank and used for training and evaluation of the
developed method, whereby spectra from the NMRShiftDB were preferred if data for a
given component were available in both data banks. However, not all components and
respective spectra reported in these NMR data banks were used. Therefore, besides
removing erroneous spectra (cf. Appendix B for details), the following criteria had to
be met:

1. Both a 13C and a 1H spectrum of the component are available.

2. The component is composed only of carbon (C), hydrogen (H), and/or oxygen
(O).

3. The component can unambiguously be segmented into structural groups from the
list in Table 4.

The first restriction could be relaxed in future work by the augmentation of incomplete
data sets by predicted NMR spectra, e.g., using hierarchical organization of spherical
environments (HOSE) methods [35], density-functional theory (DFT) calculations [34],
or ML approaches [71]. Also, considering additional elements will be engaging in future
work but will require additional analytical data, e.g., from other NMR experiments or
other analytical techniques. The third restriction directly depends on the availability
of NMR spectra of components containing the group of interest to ensure meaningful
training of the method.

For all 13C NMR spectra and 1H NMR spectra from the data set, the chemical shifts
of all peaks were extracted with only one exception: the peaks in the 1H NMR spectra
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originating from protons directly bonded to oxygen. The reason for this is as follows:
such protons are often labile due to exchange with other protons in the sample and,
depending on the conditions during acquisition (like temperature and composition of
the sample), their position in the NMR spectrum can vary strongly [69], which makes
their position less informative for the proposed method. More details on the processing
of the data are given in Appendix B.

Figure 9 (a) gives an overview of the data set containing the input and output data of
the considered 2839 pure components, that is called Dpure in the following. Figure 9 (a)
thereby indicates the frequency of the 13 distinguished structural groups in the consid-
ered components and also in which sections of the 13C NMR spectrum the respective
peaks appear. The assignment of groups to sections in the spectra is not unique: peaks
of at least two different structural groups are found in each section. Furthermore, there
is a substantial imbalance regarding the frequency of structural groups in the data set
and the frequency of peaks in the different sections of the NMR spectrum. Figure B.1
in Appendix B shows that by taking into account the information on the different sub-
stitution degrees, multiple assignments of groups to a single section are substantially
reduced.
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Figure 9: Positions of the peaks of the 2839 pure components from the data set (a)
in the 13C NMR spectrum and (b) in the 1H NMR spectrum. The color
code and the numbers inside the cells denote N s

g , which is the number of
components in the data set that contain the structural group g (row) that
induces a peak in the section s of the spectrum (column). White cells refer
to N s

g = 0.
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Figure 9 (b) shows the respective information on the data set for the 1H NMR spectrum.
Similar to the 13C NMR spectrum, the assignment of structural groups to the sections
is not unique, so at least two different structural groups are found in each section.
Furthermore, although there is a clear tendency for some groups to show peaks most
frequently in some areas of the spectrum, all groups cover several chemical shift sections.

3.3.3 Training of Support Vector Classification

The core of the developed method is an SVC with a radial basis function (RBF) ker-
nel, cf. Eq. (3), implemented in scikit-learn 1.2.0 [55], which was trained on the pure-
component data set Dpure.

During the development of the SVC method, Dpure was repeatedly divided into three
subsets by a double-loop approach in the frame of a nested CV strategy [54]: a training
set for fitting the model parameters, a validation set for optimizing the hyperparameters,
and a test set for evaluating the predictive performance of the method. Details on how
the data splits were performed are given in Appendix B. Nested CV was applied for
each section of the 13C NMR spectrum separately, whereby the data set for each section
contained only those data points that induce a peak in the respective section of the 13C
NMR spectrum.

In the outer loop of the nested CV, 10% of the pure-component data were defined as
test data, which was repeated ten times so that each pure-component data point was
part of the test set exactly once. In the inner loop, the remaining 90% of the data were
divided into 80% training data and 20% validation data, which was repeated five times
for each run of the outer loop so that each pure-component data point in the inner
loop was in the validation set exactly once. Additionally, synthetic mixture data were
generated and used in the inner loop. However, the synthetic data were not used in the
outer loop (as test data) to ensure a fair evaluation of the method, cf. Appendix B for
details.

Optimizing the hyperparameters in the inner loop was carried out using a Bayesian
optimization algorithm [72] to reduce computation time. Furthermore, only the scores
for structural group/section combinations with at least ten positive examples in the data
set were considered for the optimization in the inner loop, which was done to reduce the
influence of atypical data points (outliers) on the developed method, cf. Appendix B
for details.

Since an SVC is a priori only applicable to distinguish between two classes, i.e., an
SVC is a priori a binary classifier, but multiple classes need to be assigned to each
data point here, the so-called one-vs-rest strategy [51] was employed in this chapter.
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For this purpose, multiple binary SVCs (called “units” in the following) were trained,
one for predicting the presence or absence of each of the considered structural groups.
The raw output of each binary SVC is its so-called decision function value, where the
sign of the value indicates if a structural group is identified by the algorithm (positive
value) or not (negative value), and the absolute value is proportional to the confidence
of the method in the prediction [47]. Therefore, the decision which structural group g

was assigned to a specific section s of the 13C NMR spectrum was made by considering
the values of the decision function ds

g of all binary SVC units, whereby all groups with
ds

g > 0 were identified, cf. Appendix B for details. For applying the final SVC method
to NMR spectra of mixtures, this procedure was slightly adapted as described in detail
in Appendix B.

The predictive performance of the SVC was evaluated here using the so-called F1-score
F1,g for each structural group g, cf. Eq. (4).

Additionally, a “final” method was trained following the same procedure, but a CV
with a split of the data set into 90% training and 10% validation data in each run,
cf. Appendix B for details. The final method was not used to calculate the reported
F1-scores on the pure-component data but only applied to the experimentally studied
mixtures in this chapter.

3.3.4 Experimental Methods

1H NMR, 13C NMR, and 13C DEPT NMR spectra with pulse angles of 90 and 135
degrees were recorded of four test mixtures on an 80 MHz (proton frequency) benchtop
NMR spectrometer (Spinsolve 80 Carbon Ultra) from Magritek. The experimental time
for recording the 1H NMR spectra of one sample was about 0.25 h. The experimental
time for recording the 13C NMR and 13C DEPT NMR spectra for one sample was
about 13 h. Note that the focus of the present chapter was not on time efficiency
of the measurements; furthermore, obtaining a sufficient signal-to-noise ratio depends
strongly on the concentration of the samples. Quantitative information was obtained by
integrating the respective peaks in the quantitative 13C NMR spectrum, if applicable.
In addition, the substitution degree of each carbon atom was determined from the 13C
DEPT NMR spectra of the respective mixture. Details are given in Appendix B.
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3.4 Results and Discussion

3.4.1 Prediction of Structural Groups from Pure-component
Spectra

Figure 10 shows the results for the F1 scores of the method for identifying structural
groups and assigning the respective peaks to the different sections in the 13C NMR spec-
trum of the pure-component data set of this chapter. White cells indicate group/section
combinations with zero positive examples in the data set, and shaded cells indicate
group/section combinations with one to nine positive examples in the data set. How-
ever, the sections with so little data were not considered in the evaluation for the reasons
explained in the previous section.

Overall, high F1 scores (> 0.8) were obtained for all group/section combinations with
generally higher F1 scores for group/section combinations with larger numbers of positive
examples in the data set. In the region 0-40 ppm, excellent results were obtained: the
CH3, CHx, and cyCHx groups can be distinguished reliably. Excellent accuracy was also
obtained in the region 190-210 ppm, where, e.g., the COald group can be differentiated
from the COket and COOH groups, cf. Figure 9. Some other groups, such as CHxOH,
CHxO, and ROOCHx, are harder to distinguish but are still reasonably predicted. In
Figure B.11 in Appendix B, additional results for a variant of the method that does not
use information about the presence or absence of labile protons are shown, which are
slightly worse, particularly for the COOH and CHxOH groups.
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Figure 10: F1 test scores (indicated by the color code) of the method for structural
groups g and sections s of the 13C NMR spectra of the pure components
in the data set. The numbers inside the cells indicate the number of com-
ponents N s

g in the data set that contain the respective structural group g
(row) inducing a peak in the respective section s of the 13C NMR spectrum
(column). White cells indicate group/section combination with N s

g = 0,
shaded cells with N s

g < 10.

3.4.2 Prediction of Structural Groups from Mixture Spectra

In the following, the results of applying the NMR fingerprinting method to four test
mixtures are shown. Two aqueous and two organic mixtures were chosen for this purpose;
the components used for preparing these mixtures were selected randomly but in a way
that most of the structural groups (except CHxO groups) covered by the developed
method, cf. Table 4, were represented in at least one of the mixtures. Table 5 summarizes
information on the mixtures studied as examples here.
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Table 5: Overview of the test mixtures studied in this chapter.

Mixture Components i xi / mol mol−1

I
2-butanone
ethyl acetate
water

0.0136
0.0145
0.9719

II

cyclohexanone
malic acid
1-propanol
water

0.0193
0.0198
0.0197
0.9412

III 1-octanol
tert-butylhydroquinone

0.9023
0.0977

IV
acetone
butanal
oleic acid

0.1587
0.1313
0.7100

3.4.2.1 Results for Aqueous Mixtures

Since the signal-to-noise ratio of the aqueous mixtures was relatively low due to the
high dilution, cf. Table 5, and the low magnetic field strength of the benchtop NMR
spectrometer, a signal enhancement strategy, namely based on the nuclear overhauser
effect (NOE), was used for obtaining the shown results; in consequence, no quantitative
results were obtained here.

Figure 11 shows the results for applying the method to mixture I. All structural groups
in the mixture were correctly identified and assigned to the respective peaks in the 13C
NMR spectrum. In Figure B.12 in Appendix B, results for the variant of the method
without using prior information about the presence or absence of labile protons are
presented; the same holds for the other studied mixtures discussed in the following.



46 3 NMR Fingerprinting based on 1H, 13C, and 13C DEPT NMR

7 . 9 1 3 . 9
7

2 1 . 1
4 2 9 . 5 3 7 . 2

4
6 2 . 2

5
1 7 5

. 0 4
2 1 8

. 0 3

C H 3

C H x

c y C H x

C H x O H
C H x O
C H x =
C H a rx =

R O - C H a rx =
C O O R

R O O C H x

C O O H
C O a l d

C O k e t

G r o u n d  T r u t h

P r e d i c t i o n

�
1 3 C  /  p p m

Figure 11: Results of the application of NMR fingerprinting to mixture I (cf. Table 5)
for the prediction of structural groups and their assignment to peaks in
the 13C NMR spectrum. Green color indicates correct predictions. On the
x-axis, the positions of all peaks in the 13C NMR spectrum of the mixture
are indicated.

Figure 12 shows the results of applying the method to mixture II. In this case, the cyCHx

groups were misinterpreted as CHx groups, which can be considered a minor error in
many applications. All other groups are identified correctly.
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Figure 12: Results of the application of NMR fingerprinting to mixture II (cf. Table 5)
for the prediction of structural groups and their assignment to peaks in the
13C NMR spectrum. Green color indicates correct predictions and orange
color indicates mistakes. On the x-axis, the positions of all peaks in the
13C NMR spectrum of the mixture are indicated.

3.4.2.2 Results for Organic Mixtures

In Figure 13 (a), the results for identifying structural groups in mixture III are shown,
which was accomplished correctly for all groups. Quantitative results, namely, the
concentration of all identified structural groups in the form of group mole fractions xg,
are shown in Figure 13 (b). The differences between the predicted group mole fractions
and the ground truth can mainly be attributed to the experimental error of the NMR
spectra indicated by the signal-to-noise ratio.
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Figure 13: Results of the application of NMR fingerprinting to mixture III (cf. Ta-
ble 5). (a): prediction of structural groups and assignment to peaks in
the 13C NMR spectrum. Green color indicates correct predictions. On the
x-axis, the positions of all peaks in the 13C NMR spectrum of the mixture
are indicated. (b): prediction of mole fractions of structural groups by
integration of the peaks in the 13C NMR spectrum; the results are shown
individually for the different substitution degrees of the carbon atoms (P,
S, T, Q).
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Figure 14 (a) shows the respective results for the identification of structural groups in
mixture IV. Again, all structural groups were predicted correctly. Also, the agreement
between the predicted mole fractions of the structural groups and the ground truth is
excellent, as shown in Figure 14 (b).
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Figure 14: Results of the application of NMR fingerprinting to mixture IV (cf. Ta-
ble 5). (a): prediction of structural groups and assignment to peaks in
the 13C NMR spectrum. Green color indicates correct predictions. On the
x-axis, the positions of all peaks in the 13C NMR spectrum of the mixture
are indicated. (b): prediction of mole fractions of structural groups in mix-
ture IV by integration of the peaks in the 13C NMR spectrum; the results
are shown individually for the different substitution degrees of the carbon
atoms (P, S, T, Q).
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3.5 Conclusions

In this chapter, a method for the group-specific qualitative and quantitative analysis
of unknown samples based on standard NMR experiments (1H NMR, 13C NMR, and
13C DEPT NMR) is presented (if only 1H NMR and 13C NMR spectra are available,
the developed method from Chapter 2 can be used). The method is fully automated
and requires no prior information on the samples and practically no expert knowledge,
apart from that to carry out the experiments, which could also be automated. From
the spectra, only the chemical shifts of the peaks, which can usually be picked in a
semi-automatic way, are needed as input for the identification of the groups. If also
peak areas are supplied, quantitative results on the group composition are provided.
Furthermore, no expensive high-field NMR devices are needed; benchtop NMR devices
are sufficient. In future work, it would be interesting to combine the NMR fingerprinting
with an automated NMR acquisition: the experiments are automatically conducted, the
spectra are automatically processed, and the interpretation of the data is presented.

The method is particularly interesting for applications in which information on the
complete speciation of the sample is difficult to obtain, e.g., in biotechnology or refinery
technology. In such applications, the method opens up new routes for process monitoring
and process and quality control. Furthermore, the results from the method also provide
a basis for quantitative physical modeling of mixtures with group-contribution methods
– without having to know the complete speciation. The developed NMR fingerprinting
method is made freely available for testing and application via an interactive website
(https://nmr-fingerprinting.de) with a graphical user interface and a tutorial.

https://nmr-fingerprinting.de
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4 Definition of Pseudo-components

4.1 Introduction

The elucidation and quantification of unknown components in poorly specified mixtures
is often infeasible in practical applications. To enable the thermodynamic modeling of
such mixtures, pseudo-components are often introduced. The most prominent field in
which poorly specified mixtures are modeled by defining pseudo-components is petro-
chemical engineering [2, 3, 9, 13, 73–75]. Here, a mixture, e.g., crude oil, is often
divided into fractions based on their boiling points, and each fraction is then mod-
eled as a pseudo-component [76]; such a procedure requires the physical separation of
the mixture (e.g., by distillation), which is time-consuming and expensive. Choosing
the pseudo-components and assigning thermodynamic properties to them is thereby
generally based on ad-hoc assumptions, e.g., regarding the number and nature of the
pseudo-components.

In contrast, the method proposed here is generic and allows the definition of pseudo-
components in a consistent and automated way without requiring physical separation
of the mixture and without relying on any ad-hoc assumptions on the number and
nature of the pseudo-components. The method may provide suggestions for pseudo-
components that correspond to actual components, which, however, is not a prerequisite
for successfully applying the method.

The method that is proposed here is based on the elucidation and quantification of
structural groups in the mixtures by NMR spectroscopy. This is a much simpler task than
elucidating and quantifying chemical components and can be accomplished swiftly also
for complex mixtures. The output of the method, namely, the composition of an a priori
unknown mixture in terms of its groups and their assignment to pseudo-components,
can be used in group-contribution methods for predicting the mixture properties. Such
methods are available for many thermodynamic properties, most notably for activity
coefficients [31]. If the groups identified in the NMR analysis are the same as those
used in the thermodynamic group-contribution method, the application of the results
from the NMR spectroscopy is straightforward; in other cases, a mapping is needed,
which can usually be found. Furthermore, there is some flexibility in the choice of the
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groups identified by the NMR spectroscopy, which can be used for an adaption to the
thermodynamic task. The prediction of the thermodynamic properties of the mixture
by group-contribution methods provides a basis for quantitative process modeling and
simulation.

The applicability of the method is demonstrated by considering several complex aqueous
mixtures as test cases, but the approach can also be applied to non-aqueous mixtures.
The composition of all test mixtures was known from sample preparation, but this
information was not used for the predictions - it was only used for evaluating the results.
The new method paves the way for thermodynamic modeling of poorly specified mixtures
without requiring the elaborate analytical elucidation of the composition.

4.2 Overview of the Method

The proposed method can be divided into two general steps, starting with identifying and
quantifying structural groups in the poorly specified mixture and ending with defining
and quantifying the pseudo-components. Based on this, in a subsequent step, which
is not considered in the present chapter, predictive thermodynamic modeling of the
properties of the mixture can be carried out. Figure 15 visualizes the workflow.

Figure 15: Scheme of the proposed method for the rational definition of pseudo-
components. δ denotes the chemical shift. Dk and Mk denote the self-
diffusion coefficient and the molar mass, as estimated with the SEGWE
model [77, 78] of pseudo-component k, respectively.
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In the first step, the NMR fingerprinting, the poorly specified mixture is analyzed by
quantitative 13C NMR spectroscopy and 13C distortionless enhancement by polarization
transfer (DEPT) NMR spectroscopy yielding a quantitative group-specific character-
ization, cf. Figure 15 (upper panel). In principle, also other experiments could be
(additionally) used in this step, e.g., by NMR spectroscopy with other nuclei like 1H
or infrared (IR) spectroscopy. However, using 13C NMR has the great advantage of
high shift dispersion leading to only few overlapping signals also in spectra of complex
mixtures.

For identifying different structural groups in this step, the fact that the position of a
signal in an NMR spectrum is characteristic for the chemical environment of the nucleus
that is observed, i.e., for the structural group in which it is located, is used. The
simplest way for assigning signals to structural groups is using chemical shift tables [25],
namely assigning distinct structural groups to fixed regions of chemical shift of the NMR
spectrum. In the present chapter, such a simple approach was applied, based on the
shift table of the 13C NMR spectrum used in Refs. [59, 60, 62, 63], which was, however,
refined here as described in the following.

In contrast to Refs. [59, 60, 62, 63], the method described here also relies on information
from 13C DEPT NMR spectra, which allows determining the substitution degree of
structural groups, e.g., to differentiate between a primary (e.g., ’CH3’) and a secondary
(e.g., ’CH2’) group. It is noted that also more sophisticated approaches like, e.g., the
machine-learning model from Chapter 3, will be interesting to combine with the method
of this chapter in the future.

The concentrations of all identified structural groups were then determined by integra-
tion of the corresponding peaks in the quantitative 13C NMR spectrum. The obtained
quantitative characterization with respect to structural groups can already be of great
practical interest, e.g., for process and reaction monitoring. However, for other ap-
plications, e.g., the thermodynamic modeling of phase equilibria with poorly specified
mixtures, group-specific information is not sufficient but pseudo-components need to be
defined in a rational way.

In the second step of the method, the structural groups are clustered to multiple
pseudo-components, cf. Figure 15 (lower panel) based on pulsed-field gradient (PFG)
NMR spectroscopy. PFG NMR spectroscopy is a routine technique for measuring self-
diffusion coefficients and was shown to yield accurate results for pure components and
mixtures [79–82]. PFG NMR spectroscopy can, of course, support the elucidation of
components, and has been applied for this purpose, see, e.g., Refs. [83–88]. However,
to the best of the authors’ knowledge, it has not been applied for defining pseudo-
components yet.
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For clustering the structural groups to pseudo-components, information on the self-
diffusion coefficients of the groups are used, which are determined by 13C PFG NMR
experiments of a poorly specified mixture in this chapter. In 13C PFG NMR spec-
troscopy, the overlap of signals is significantly reduced compared to 1H PFG NMR,
which is particularly relevant if complex mixtures are studied [85, 86, 89, 90]. However,
13C PFG NMR spectroscopy has lower sensitivity and longer relaxation times than 1H
PFG NMR, which results in longer experimental times needed for a sound analysis.
The named disadvantages of 13C PFG NMR can, in principle, be partially compensated
by using polarization transfer techniques, namely, DEPT, as demonstrated in Ref. [90];
however, since the signals of quaternary carbons would thereby be suppressed, this
approach was not used here.

The ratio behind using PFG NMR spectroscopy in this chapter is that groups on the
same molecule inevitably have the same self-diffusion coefficient; hence, groups with
similar self-diffusion coefficients can be clustered to pseudo-components. Note that the
inverse is not necessarily valid, as different components may have similar self-diffusion
coefficients. Still, a clustering based on self-diffusion coefficients seems a natural choice,
as, in the worst case, components of a similar size and nature are lumped together.

One challenge in the clustering task is that the results of the PFG NMR experiments are
subject to uncertainties and there is no guarantee that the structural groups cluster un-
ambiguously into a certain number of pseudo-components. Therefore, an unsupervised
machine-learning technique is used for this purpose.

Specifically, K -medians clustering is used, which is a variant of the K -means clustering
algorithm [47], relying on both the values of the self-diffusion coefficients and of their
uncertainties as inputs.

A second challenge in the clustering task is that the number of clusters, i.e., pseudo-
components in the thesis here, is a priori unknown. This is solved by using the so-called
silhouette score [91], which is an unsupervised measure for the quality of a clustering,
to predict a suitable number of clusters.

Based on the obtained clustering and together with quantitative information on the
structural groups (cf. upper panel in Figure 15), this allows determining the relative
amount of each structural group in a pseudo-component. This, however, still allows
different solutions for the molar mass of each pseudo-component, as the ratio between
groups in a pseudo-component is the same for arbitrary multiples of the molar mass.
Fortunately, the measured self-diffusion coefficients also contain information on the mo-
lar mass of each pseudo-component. Corresponding relations are encoded in predictive
models for diffusion coefficients, such as the Stokes-Einstein Gierer-Wirtz estimation
(SEGWE) model [77, 78], which was used in the present chapter.
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However, directly applying models such as SEGWE for the purpose of predicting the
molar mass of pseudo-components from diffusion coefficients is hampered by two issues:
firstly, the diffusion coefficient depends not only on the diffusing species (the pseudo-
component here) but also on the solvent, which is a priori unknown as it is basically the
poorly specified mixture here. However, in many practical applications, it will be valid
to assume that the solvent predominantly contains only one component that is known,
e.g., water. Then, the calculation can be made assuming that the solvent is just that
main component. If this is not a valid assumption, there is always the option to carry
out the PFG NMR measurements on a sample that has been strongly diluted with a
known solvent, which can then be taken as the main solvent.

The second issue is that the diffusing component needs to be highly diluted, as basically
all diffusion models, including the SEGWE model, predict diffusion coefficients only in
the state of infinite dilution. Also this issue can in general be tackled by strongly diluting
the sample prior to the diffusion measurement (at the cost of lower signal intensities of
the remaining components). As an alternative to address this issue, the concept of
relative diffusion coefficients [92–96] is used, i.e., to relate the diffusion coefficient of a
pseudo-component to a diffusion coefficient of a known component in the same mixture
and for which the diffusion coefficient at infinite dilution is experimentally known (or
can be calculated using predictive models). If such a component is not present in the
mixture, it can always be added.

To summarize, the results after the two steps of the proposed method are:

1. The definition of a set of pseudo-components in terms of their group-composition
and molar mass.

2. The concentration of the pseudo-components.

Of course, the defined pseudo-components may, in the best case, be identical with true
components, but they may also be made up from several true components. If knowledge
on one or more true components is a priori available (which will be the case in many
practical problems), the procedure described above can be modified to accommodate
that information, which is highly welcome.

After having accomplished the two steps of the method, the situation for the poorly
specified mixture is technically the same as for any fully specified mixture: the con-
stituents and their concentrations are known. Hence, predictive thermodynamic models
can be applied for calculating the properties of the poorly specified mixture, namely
using thermodynamic group-contribution methods. Such applications are not in the
scope of the present chapter and are discussed in Chapter 6.
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4.2.1 NMR Experiments

To characterize the poorly specified mixture, three types of standard NMR experiments
are carried out for the proposed method:

1. 13C NMR spectroscopy.

2. 13C DEPT NMR spectroscopy.

3. 13C PFG NMR spectroscopy.

In this chapter, the poorly specified mixtures were analyzed without any pretreatment.
In principle, also an internal standard can be added to facilitate quantification, or the
solution can be diluted in a known solvent, as mentioned in Section 4.2. In Appendix C,
Figures C.1-C.3, 13C NMR spectra of the mixtures are shown. Details are given in
Appendix C in Section C.1.

The experimental time for recording the quantitative 13C NMR and 13C DEPT NMR
spectra was in total below 11 h in all cases, whereas the time for carrying out the 13C
PFG NMR experiments was below 41 h in all cases. It is noted that, in the present
chapter, the focus was not on time efficiency of the experiments, which will, however,
be addressed in future work, e.g., by using fewer gradient steps in PFG NMR [95] or
by exploiting polarization transfer techniques like polarization enhancement nurtured
during attached nucleus testing (PENDANT) [97] in combination with PFG NMR.
Moreover, a further reduction of measurement time can be achieved by the addition of
T1 relaxation agents, which significantly shorten the relaxation time of carbon nuclei
and therefore enables faster accumulation of signal [98, 99]. Furthermore, an extensive
analysis by PFG NMR might only be necessary once, e.g., for the feed prior to or at the
beginning of a process.

4.2.2 Identification and Quantification of Structural Groups

In most practical situations that involve poorly specified mixtures, at least some in-
formation on the composition is available. Therefore, the decision on which structural
groups to consider can be based on this prior knowledge as well as on the intended
application, and can be tailored to the specific situation.

Given the thermodynamic background of the present thesis, a set of organic structural
groups as they are used in a widely applied thermodynamic group-contribution method,
the UNIFAC-method [31], is used for the regions in the chemical shift tables. This choice
can be considered as an example for the application of the method. Furthermore, only
groups containing C, H, and O atoms were considered in the present chapter. Extensions
and adaptions of the method to other sets of chemical groups are straightforward.
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UNIFAC distinguishes between “main-groups” and associated “sub-groups”, where the
sub-groups that belong to the same main-group usually only differ in the substitution
degree of the carbon in the group. Information on the substitution degree can be
obtained from DEPT NMR spectra, such that the DEPT NMR spectra are in particular
helpful for distinguishing different sub-groups. More details can be found in Appendix C.

Table 6 summarizes the structural groups considered in the present examples and their
assignment to regions in the 13C NMR spectrum. Note that some groups, e.g., the ’OH’
group, show no signals in 13C NMR spectroscopy but still can be determined by the
characteristic shift of the neighboring alkyl group.

Table 6: Assignment of structural groups from the UNIFAC [31] table to regions of
chemical shift in the 13C NMR spectrum. A distinction between structural
groups in the same chemical shift region was made by classifying each carbon
as primary (P), secondary (S), tertiary (T), or quaternary (Q) by considering
a quantitative 13C NMR spectrum and 13C DEPT NMR spectra, cf. Ap-
pendix C.

13C NMR chemical shift region Carbon UNIFAC label Group

0-60 ppm

P CH3

alkylS CH2
T CH
Q C

60-90 ppm
S CH2 +OH

alcoholT CH +OH
Q C +OH

90-150 ppm S/T CH CH alkenyl
Q C C

150-180 ppm Q COOH carboxylic acid

>180 ppm T CHO aldehyde
Q CH3CO/CH2CO (alkyl + ketone)

The limitations imposed by strictly assigning a single structural group (combination)
to each region can be relaxed in future work by using ML techniques [68]. After the
identification of the structural groups, they can be quantified, which was done here
based on group mole fractions xg:

xg =

Ag

zg

∑
G
g=1

Ag

zg

(8)

where Ag is the total area of all peaks associated to structural group g in the mixture,
zg is the number of NMR-active nuclei in the respective group g in the same chemical
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shift region, and G is the total number of distinguished structural groups, which is
G = 11 here, cf. Table 6. After appropriate processing of the spectra, manual peak
integration was conducted to obtain the areas Ag, which was sufficient in all cases here.
In more complex cases, advanced peak fitting techniques can be employed [100–102].
This, however, will usually not be necessary in 13C NMR spectroscopy. More technical
details about the identification and quantification of structural groups can be found in
Appendix C.

4.2.3 Clustering of Structural Groups to Pseudo-components

4.2.3.1 Determination of Self-diffusion Coefficients of Structural Groups

The diffusion coefficient for each peak in the NMR spectrum (thereby for each assigned
structural group) was determined from the results of the 13C PFG NMR experiments
(using a stimulated echo sequence with bipolar pulsed gradients), using Eq. (9), which
is a modified version of the Stejskal-Tanner equation [81, 103]:

ln( Ip

I0,p
) = −

2
∑
n=1

cn (Dpγ2δ2 (∆ − δ

3 −
τ

2)G2)
n

(9)

where Ip is the measured peak height, I0,p is the peak height in the absence of diffusion,
γ is the gyromagnetic ratio of the observed nucleus, δ is the duration of the gradient
pulse, ∆ is the diffusion time, τ is the correction constant due to the usage of the bipolar
gradients, G is the gradient strength, and Dp is the self-diffusion coefficient for peak p

to be determined. In Ref. [81], it was empirically found that it is sufficient to consider
the first two terms of the series in Eq. (9); the probe-specific fitting parameters c1 and
c2, which account for weak non-linearities in the gradient profile of the used probe were
adopted here from Ref. [81]. From the attenuation of the peak heights Ip with increasing
G, a self-diffusion coefficient Dp for each peak p was obtained by a least square fit of
Eq. (9) to the experimental data using MATLAB 2021 b [104], where I0,p was fitted
simultaneously [69, 105].

The results are presented in so-called diffusion-ordered spectroscopy (DOSY) maps, in
which the self-diffusion coefficients of the peaks are plotted over the chemical shift.
Besides the self-diffusion coefficients Dp, also their uncertainties were retrieved, which
was done by using the MATLAB function “nlparci” assuming a t-distribution for the
error of each self-diffusion coefficient.
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4.2.3.2 Clustering Algorithm

The clustering of the identified structural groups to pseudo-components was done based
on both the self-diffusion coefficient Dp for each peak p as measured by PFG NMR as
well as the respective experimental uncertainty of Dp specified by the 95% confidence
intervals of a t-distribution, i.e., (Dp−ep,95%, Dp+ep,95%). As input for the clustering, only
the vector xp = (Dp − ep,95%, Dp + ep,95%) for each peak p, was used, which is sufficient as
it implicitly contains the information on Dp.

Formally, the goal of the clustering is to partition the set Xmix = {(xp)}
P
p=1, whereby P

is the total number of peaks in the 13C NMR spectrum (and the associated structural
groups) of a mixture into K clusters. In the present thesis, K-medians clustering was
used, which is a variant of the K-means algorithm but which is more robust towards
outliers [106, 107]. Each cluster thereby represents a distinct pseudo-component. For a
given number of clusters K, the K-medians algorithm seeks to minimize the L1 distance,
i.e., the sum of the absolute distances in the individual coordinates of all (input) data
points to their assigned cluster centers; the center of each cluster is thereby calculated
as the component-wise median of all assigned data points [104]. Intuitively, K-medians
assign those structural groups to the same pseudo-component that show similar diffusion
behavior both with regard to the value of the diffusion coefficient as well as of the
respective uncertainty.

The number of clusters K, i.e., the number of pseudo-components to be distinguished
in a mixture, is a priori unknown. It was chosen here based on the overall silhouette
score [91] s(K), which is a common metric for automatically selecting the most suitable
number of clusters for a given clustering problem. Intuitively, s(K) measures how
consistent the definition of the K pseudo-components is, i.e., how similar the diffusion
behavior of the structural groups inside each cluster (pseudo-component) is in average
over all pseudo-components for the chosen number K. The value of s(K) generally lies
between -1 and 1, where higher values indicate more consistent solutions. The clustering
was performed here with different values of K, and the number of clusters K with the
highest s(K) was adopted. A detailed description of the K-medians algorithm and the
silhouette score is given in Appendix C.

Based on the clustering, the relative number of the structural groups in the pseudo-
components can be determined in analogy to Eq. (8); this was again done here based
on group mole fractions xg,k, now for each pseudo-component k.
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4.2.4 Prediction of Molar Masses

For obtaining the absolute number of structural groups in a pseudo-component, addi-
tional information on the molar mass of the pseudo-component is required, which was
obtained here also based on the self-diffusion coefficients measured by PFG NMR spec-
troscopy. The self-diffusion coefficient of each pseudo-component was thereby calculated
by taking the arithmetic mean of the self-diffusion coefficients of all peaks (structural
groups) in the respective cluster.

For taking into account that available models relating self-diffusion coefficients to molar
masses are restricted to infinitely diluted diffusing species and that, in general, the
pseudo-components are not present at infinite dilution in a mixture of interest, the
concept of relative diffusion coefficients Drel [92–96] was applied. The diffusion coefficient
of a pseudo-component DŨ was thereby related to the diffusion coefficient of a known
reference component Dref in the same sample:

Drel =
DŨ
Dref

(10)

In the literature [95, 96, 108], it was shown that relative diffusion coefficients are only
a weak function of temperature and composition if the concentrations of the diffusing
species are not too high. For an in-depth discussion, the reader is referred to Appendix C,
where this observation was verified based on own experiments with aqueous solutions up
to mass fractions of the diffusing species of 0.28 g/g. Hence, the following assumption
was used:

D∞Ũ
D∞ref

=
DŨ
Dref

= const. (11)

From Eq. (11), the number of D∞Ũ can be calculated from the experimental data for
DŨ and Dref from the PFG NMR experiments if D∞ref is known. It is recommended to
select the reference component in a way that D∞ref can be adopted from the literature.
As an alternative, it can also be determined experimentally, which is, however, usually
tedious [109], or estimated using a prediction method [77, 78, 110–112].

From D∞Ũ , in turn, the molar mass MŨ of component Ũ can be calculated using basically
any predictive model for self-diffusion coefficients at infinite dilution. The SEGWE
model [77, 78] is used in the present chapter, which is a semi-empirical extension of the
Stokes-Einstein equation [113] and was found to be the best available semi-empirical
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model for predicting self-diffusion coefficients in a recent study [109]:

D∞Ũ =
kBT (3α

2 +
1

1+α
)

6πηS
3
√

3MŨ
4πρeffNA

(12a)

α = 3

√
MS

MŨ
(12b)

where D∞Ũ is the self-diffusion coefficient of pseudo-component Ũ at infinite dilution,
MŨ is the molar mass of Ũ, kB is the Boltzmann constant, ηS and MS are the dynamic
viscosity and molar mass of the solvent, respectively, T is the temperature, and ρeff

is a lumped parameter of the SEGWE model, called effective density, whose default
value [78] ρeff = 627 kg m−3 was used here. Calculating the molar mass MŨ from Eq. (12)
requires solving a cubic equation and choosing the appropriate solution [77, 78].

From the molar mass, the absolute number of structural groups in each pseudo-component
can be calculated, which will, in general, not result in integer values. Specifically, inte-
ger values are only realistic, if a defined pseudo-component represents only a single true
component of the mixture; still, non-integer values can thereby result from experimental
uncertainties and model errors, cf. Appendix C for a brief discussion. In the other case,
namely, if two or more true components are lumped into a single pseudo-component, in
general non-integer values can be expected. This is, fortunately, usually not a problem
in the application of group-contribution methods. From the absolute number of struc-
tural groups in each pseudo-component, the mole fractions of all pseudo-components
can be predicted.

4.3 Overview of Applications

The applicability of the proposed method for NMR fingerprinting and the definition
and quantification of pseudo-components is demonstrated in the following by applying
it to three dilute aqueous test mixtures of different complexity, cf. Table 7. The true
composition of the mixtures was known from the sample preparation in all cases, but,
at no point, any information about the concentration of any component was used.

All NMR experiments were carried out at 298.15 K. The temperature is, however, only
needed for the application of the SEGWE model. Furthermore, the following informa-
tion on the dynamic viscosity of the solvent water was used: ηW = 890.02 ⋅ 10−6 Pa ⋅ s as
reported for T = 298.15 K in Ref. [114]. The fact that only rather dilute mixtures were
investigated facilitates the estimation of the molar mass with the SEGWE model, cf.
above, but it poses challenges for the NMR spectroscopy due to sensitivity issues. The
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chosen examples are therefore neither particularly favorable nor unfavorable. More ex-
amples will be studied in future work. Here, the focus is on demonstrating the principal
feasibility and on generating first application examples – not on comprehensiveness.

Table 7: Overview of the test mixtures considered in this chapter. All mixtures addi-
tionally contain the solvent water.

Mixture Components i Mi / g mol−1 xi / mol mol−1

I

2-propanol 60.10 0.033
acetone 58.08 0.038
1,4-butanediol 90.12 0.035
acetic acid 60.05 0.033

II

1,4-dioxane 88.11 0.006
cyclohexanone 98.15 0.012
citric acid 192.12 0.025
glucosea 180.16 0.015

III

acetonitrile 41.05 0.022
acetone 58.08 0.016
acetic acid 60.05 0.015
1-propanol 60.10 0.015
2-propanol 60.10 0.015
cyclohexanone 98.15 0.009
1,4-butanediol 90.12 0.010
malic acid 134.09 0.008
xylosea 150.13 0.007
ascorbic acid 176.12 0.006

aGlucose and xylose are present in different anomeric forms in aqueous solution, which
were not differentiated here.

4.4 Results and Discussion

4.4.1 Prediction of Structural Groups and Clustering to
Pseudo-Components

In the following, the results of the application of the proposed method to the three test
mixtures, cf. Table 7, are shown. For better clarity, in this chapter, a distinction is
made between the group-specific characterization (NMR fingerprinting) together with
the clustering step in Section 4.4.1, yielding relative amounts for the structural groups
in each pseudo-component, and the quantitative definition of pseudo-components that
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also involves predicting the respective molar masses in Section 4.4.2, whereby absolute
numbers for the structural groups in the pseudo-components are obtained. For the sake
of completeness, the results of the group-specific NMR fingerprinting alone, without the
clustering step, are included in Appendix C.

4.4.1.1 Mixture I

Figures 16 and 17 show the results of the qualitative definition of pseudo-components for
test mixture I. In the left part of Figure 16, the respective DOSY map is shown together
with the result of a clustering into four pseudo-components. The number of clusters
that are distinguished here was automatically selected by the algorithm based on the
overall silhouette score s(K), which is shown in the right part of Figure 16 for different
numbers of clusters K. The highest overall silhouette score s(K), corresponding to the
most consistent definition of pseudo-components according to this metric, was found
for K = 4, which is labeled by the red symbol in Figure 16 (right). In this case, the
algorithm found the true number of components in the mixture and correctly assigned
the signals (and the respective groups) to the different components, as indicated in the
legend of Figure 16. Note that water, which was assumed as known solvent and shows no
signal in 13C NMR spectroscopy, is not explicitly considered here and in the following.

Figure 16: Left: DOSY map of mixture I showing the clustering of the structural
groups into four pseudo-components Ũ (K = 4) by the K-medians algo-
rithm. Different clusters are indicated by different colors and the respec-
tive true components are denoted in the legend. The error bars indicate the
95% confidence intervals based on a t-distribution. Right: overall silhouette
score s(K) for the clustering with the K-medians algorithm for different
numbers of clusters K. The largest s(K), which was found for K = 4, is
marked red.

Figure 17 shows the relative composition of the four pseudo-components Ũ1-Ũ4 in terms
of group mole fractions defined by the algorithm for mixture I (bottom row) and com-
pares them to the group mole fractions of the true components (top row). Note that
the information on the true components is only used for comparison, but was not used
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for obtaining the predictions. The results show a very good agreement between the
predicted compositions of the pseudo-components and those of the respective true com-
ponents; the small deviations can be attributed to experimental errors in the NMR
analysis.

Figure 17: Relative composition of the true components (top row) and the predicted
pseudo-components (bottom row) in mixture I in terms of group mole frac-
tions xg,k.

4.4.1.2 Mixture II

In Figures 18 and 19, the respective results for mixture II are shown. The algorithm
distinguishes only three pseudo-components while there are four true components in
this case; citric acid and glucose are lumped into one pseudo-component due to their
similar self-diffusion coefficients, cf. Figure 18 left. In Figure C.7 in Appendix C, it
is demonstrated that the clustering algorithm correctly assigns all peaks (structural
groups) to their respective true components, including the correct distinction between
citric acid and glucose, if K = 4 is defined a priori, i.e., if four clusters are chosen. This
demonstrates that the method can, in principle, be supported by prior knowledge, e.g.,
on the number of different components in a mixture here, whenever such information is
available.
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Figure 18: Left: DOSY map of mixture II showing the clustering of the structural
groups into three pseudo-components Ũ (K = 3) by the K-medians algo-
rithm. Different clusters are indicated by different colors and the respec-
tive true components are denoted in the legend. The error bars indicate the
95% confidence intervals based on a t-distribution. Right: overall silhouette
score s(K) for the clustering with the K-medians algorithm for different
numbers of clusters K. The largest s(K), which was found for K = 3, is
marked red.

Figure 19 shows the comparison of the predicted and the true group mole fractions in
mixture II. For the component 1,4-dioxane (Ũ1), ’OH’ groups are incorrectly identified in
contrast to cyclic ether groups, called ’cy-CH2O’ here and which are simply not included
in the list of groups considered here, cf. Table 6. While such incorrect predictions
of structural groups can naturally influence also the thermodynamic modeling of the
mixture based on its predicted composition, the influence is small in many cases, as
demonstrated in Refs. [60, 62]. This can be attributed to the fact that the method
identifies the structural groups in a physical way, namely based on information on the
chemical shift of the respective peaks in NMR spectra, as well as on the substitution
degree of the carbon nuclei. Since similar chemical shifts indicate a similarity of the
structural groups, the falsely predicted structural groups will in many cases be similar
to the true ones. For instance, it can be expected that a polar group is falsely interpreted
as another polar group, as it is also the case with the example studied here.
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Figure 19: Relative composition of the true components (top row) and the predicted
pseudo-components (bottom row) in mixture II in terms of group mole frac-
tions xg,k. Arrows indicate that a pseudo-component represents a “mixture”
of multiple true components.

The relative composition of pseudo-component Ũ2 shows an excellent agreement with
that of the true component cyclohexanone, whereas the composition of pseudo-component
Ũ3 is a combination of that of glucose and citric acid (weighted by their mole fractions in
mixture II). For this pseudo-component, most structural groups are identified correctly;
only a small number of ’CH=CH’ groups are incorrectly assigned to pseudo-component
Ũ3, which results from the peaks of glucose in the 13C NMR spectrum appearing at
> 90 ppm. Overall, the small deviations can mainly be attributed to shortcomings of
the peak assignment using a simple chemical shift table, which could be refined in future
work, e.g., by using ML approaches [68].

4.4.1.3 Mixture III

Figures 20 and 21 show the predictions for mixture III. In this case, the maximum
overall silhouette score s(K) was found for K = 8 clusters, cf. Figure 20 right, while the
true number of components in this mixture is ten. The algorithm fails to distinguish
1-propanol and 2-propanol, which exhibit very similar self-diffusion coefficients, as well
as the strongly polar components malic acid and xylose, cf. Figure 20 left. Given the
complexity of the 13C NMR spectrum, cf. Figure C.3 in Appendix C, and the DOSY
map for this mixture, cf. Figure 20 left, the performance of the method is remarkable.
Furthermore, again, if the true number of different components (ten) is set as prior
information, the algorithm perfectly distinguishes all components and correctly assigns
the structural groups to them, as demonstrated in Figure C.7 in Appendix C.
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Figure 20: Left: DOSY map of mixture III showing the clustering of the structural
groups into eight pseudo-components Ũ (K = 8) by the K-medians algo-
rithm. Different clusters are indicated by different colors and the respec-
tive true components are denoted in the legend. The error bars indicate the
95% confidence intervals based on a t-distribution. Right: overall silhouette
score s(K) for the clustering with the K-medians algorithm for different
numbers of clusters K. The largest s(K), which was found for K = 8, is
marked red.

In Figure 21, the group mole fractions of the true components (first and third row) of
mixture III and those of the pseudo-components (second and fourth row) are compared.
In most cases, the pseudo-components show an excellent agreement with the respective
true components with respect to the group mole fraction (acetone, acetic acid, cyclo-
hexanone, 1,4-butanediol) or represent a “mixture” of the respective true components
(Ũ4, Ũ7). Similar to the results observed for mixture II, cf. Figure 19, a small number of
’CH=CH’ groups is incorrectly predicted for Ũ7. Furthermore, in pseudo-component Ũ8,
the ’COO’ group of ascorbic acid is misinterpreted as a ’COOH’ group, which is simply
due to the fact that there is no ester group in the list of groups, cf. Table 6. Acetonitrile
(Ũ1) is made up of a single group in UNIFAC (’CH3CN’) that is not included in the list
and therefore misinterpreted as a combination of a ’C=C’ and a ’CH3’ group.
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Figure 21: Relative composition of the true components (first and third row) and
the predicted pseudo-components (second and fourth row) in mixture III
in terms of group mole fractions xg,k. Arrows indicate that a pseudo-
component represents a “mixture” of multiple true components.

4.4.2 Prediction of Molar Masses of Pseudo-components

The previous step yields the relative amounts of the structural groups in each pseudo-
component in the form of group mole fractions, cf. Figures 17, 19, and 21. For deter-
mining the absolute number of structural groups in each pseudo-component, information
on the molar mass of each pseudo-component is required. In the present thesis, it is
proposed to predict the molar mass based on the measured self-diffusion coefficients of
each pseudo-component, and have used the SEGWE model [77, 78] for this purpose
here. For applying the SEGWE model, the solvent has to be known, which was water
in all studied mixtures here, an extrapolation of the measured self-diffusion coefficient
to the state of infinite dilution has to be carried out, and a reference component with
known self-diffusion coefficient at infinite dilution in the pure solvent is required in each
mixture, cf. Section 4.2.4 for details. For convenience, one of the components of each
mixture is simply designated as reference component, but it is noted that also any other
component could be added to the mixture. Note that no a priori information on the
concentration of the reference component is required.

Figure 22 (left) shows the results for the prediction of the molar mass of the pseudo-
components Ũ of mixture I and compares them to the molar mass of each respective true
component. As reference component, 2-propanol was chosen and its diffusion coefficient
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at infinite dilution in water was taken from Ref. [115] (D∞ref = 0.99 ⋅ 10−9 m2 s−1 at T =

298.15 K). Fair agreement is obtained for acetone and acetic acid (and the respective
pseudo-components), whereas the deviation is larger for 1,4-butanediol.

Figure 22: Left: prediction of the molar mass of the pseudo-components in mix-
ture I based on the measured self-diffusion coefficients using the SEGWE
model [77, 78]. Right: prediction of the water-free mole fractions x∗k of the
pseudo-components Ũ in mixture I and comparison to the true composition.

Figure 22 (right) shows a comparison of the predicted composition of mixture I in terms
of mole fraction in the water-free part of the mixture x∗k and the respective true com-
position of the mixture. Overall, good predictions for the mole fractions are obtained.
The deviations result mainly from poor estimates of the molar mass and are, hence,
presumably related to shortcomings of the SEGWE model.

In Figure 23 (left), the prediction of the molar masses of the pseudo-components iden-
tified in mixture II are compared to the respective values for the true components. As
reference component, 1,4-dioxane was chosen and its diffusion coefficient at infinite di-
lution in water was taken from Ref. [116] (D∞ref = 1.110 ⋅ 10−9 m2 s−1 at T = 298.15 K).
Overall, good predictions were obtained. Since citric acid and glucose were lumped
into a single pseudo-component, Ũ3, the predicted molar mass of Ũ3 is depicted over
the values for two true components (citric acid and glucose). In Figure 23 (right), the
water-free composition x∗k of the pseudo-components Ũ in mixture II is shown. Good
predictions were obtained. Note that for the results of pseudo-component Ũ3 the sum
of the true components that are part of it (glucose and citric acid) are depicted.
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Figure 23: Left: prediction of the molar mass of the pseudo-components in mix-
ture II based on the measured self-diffusion coefficients using the SEGWE
model [77, 78]. Right: prediction of the water-free mole fractions x∗k of the
pseudo-components Ũ in mixture II and comparison to the true composi-
tion.

Figure 24 (left) shows the prediction of the molar masses of the pseudo-components
identified in mixture III and compares them to the respective values for the true com-
ponents. Acetonitrile was chosen as a reference component, thereby a diffusion coeffi-
cient at infinite dilution in water was taken from Ref. [117] (D∞ref = 1.649 ⋅ 10−9 m2 s−1 at
T = 298.15 K). In general, higher accuracies can be observed for the smaller compo-
nents. By contrast, for large components, such as ascorbic acid and xylose, the molar
mass was overpredicted. This presumably results from deficiencies of the SEGWE model
in representing diffusion coefficients of large components with many polar groups. It
is also interesting to note that when xylose is chosen as the reference component, the
molar mass of the other highly polar components (1,4-butanediol, malic acid, and ascor-
bic acid) is predicted with higher accuracy, but the prediction of the molar mass of
the smaller and less polar components deteriorates, cf. Figure C.9 in Appendix C. In
future work, refined diffusion models that explicitly consider specific interactions, par-
ticularly between highly polar components, could be used instead of the SEGWE model.
Significant improvements can thereby be expected as the SEGWE model does not use
any information on the diffusing species except for its molar mass. The development of
more sophisticated diffusion models would therefore be very valuable, in particular since
information on the composition of the pseudo-components is automatically and reliably
retrievable, as demonstrated above.

Figure 24 (right) shows a comparison of the water-free composition x∗k of the pseudo-
components and the true components in the mixture. Overall, a good estimate for the
composition is obtained.
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Figure 24: Left: prediction of the molar mass of the pseudo-components in mixture
III based on the measured self-diffusion coefficients using the SEGWE
model [77, 78]. Right: prediction of the water-free mole fractions x∗k of
the pseudo-components Ũ in mixture III and comparison to the true com-
position.

4.5 Conclusions

In this chapter, a new method for the representation of poorly specified mixtures by
pseudo-components is introduced. Standard NMR experiments are carried out, yielding
the basis for the NMR fingerprinting. Subsequently, the structural groups are clustered
into pseudo-components based on measured self-diffusion coefficients. By using infor-
mation about self-diffusion coefficients, the molar mass of the pseudo-components can
also be estimated.

In the present chapter, the applicability of the method was demonstrated using three
aqueous mixtures of different complexity as examples but an extension to non-aqueous
mixtures is straightforward. The pseudo-components identified by the method were
either identical with a true component or several true components were lumped into a
pseudo-component of similar size and group composition as the true components. Good
estimates for the composition were obtained. In cases where true components were
lumped, the concentration of the pseudo-component was found to be close to the sum
of the concentrations of the respective true components.

The method can be combined with thermodynamic group-contribution methods in a
straightforward manner and thereby enables thermodynamic modeling of poorly spec-
ified mixtures without requiring cumbersome component elucidations. The method,
therefore, paves the way for convenient process design and optimization with poorly
specified mixtures, cf. Chapter 6.

The main source of error for the structural group composition of the pseudo-components
is the uncertainty of the predicted molar mass, which emphasizes the importance of
developing more accurate diffusion coefficient models. Deviations from integer values
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for the numbers of structural groups in a pseudo-component can indicate that a defined
pseudo-component is not a true component, which could, ultimately, be used for refining
the method. This requires, however, a quantitative error analysis. The topic was beyond
the scope of the present thesis but is worth being considered in a follow-up study. In
future work, the NMR fingerprinting could be further improved by integrating knowledge
from additional NMR experiments. In principle also results from other group-specific
analytical methods could be incorporated. By combining suitable NMR techniques, the
most common chemical groups can be identified and quantified. The list of groups that
are actually identified depends on the chosen techniques and can be adapted to the task
at hand. In the present chapter, only groups containing C, H, and O were considered
as examples. The list of groups can be adapted to that used in the thermodynamic
group-contribution method, as long as a mapping is possible. The assignment of the
NMR signals to groups was done here using simple chemical shift tables. This can be
refined by using classification methods from machine learning such as support vector
classification [68], cf. also Chapters 2 and 3.
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5 Estimation of σ-Profiles and
Activity Coefficients

5.1 Introduction

The separation of target components from complex liquid mixtures is a ubiquitous task
in process engineering. Fluid separation processes, such as distillation, extraction, and
crystallization, are based on concentration differences in coexisting phases and are of-
ten modeled using the equilibrium stage concept. Hereby information on the activity
coefficients of the target components in the liquid phase is needed for the calculation
of the phase equilibrium. Since the experimental determination of activity coefficients
is tedious, prediction methods have been developed, of which the most widely used are
UNIFAC [32, 50, 118] and COSMO-RS [119, 120]. UNIFAC is a group-contribution
version of the GE model UNIQUAC [121]. COSMO-RS is basically also a GE model, in
which the energetic part is described based on quantum-chemical calculations. The key
element in this is the determination of the σ-profile that represents the surface charges
on a cavity in a dielectric medium, in which the target molecule is embedded [122].

In the following, it is assumed that each poorly specified mixture contains at least one
component of which the nature and the concentration are known, which is called target
component here. In this chapter, a method is presented, that enables the prediction of
the activity coefficients of such target components in poorly specified mixtures without
having to know anything about the unknown components.

For solving this task, the NEAT method (NMR spectroscopy for the estimation of ac-
tivity coefficients of target components in poorly specified mixtures) was developed in
Refs. [59, 60]. NEAT is based on a combination of NMR spectroscopy and a thermody-
namic group-contribution method and enables the prediction of the activity coefficient
γT of a target component T in a poorly specified mixture based only on information on
the target component T and a single NMR spectrum of the mixture. In NEAT, informa-
tion on the type and concentration of the chemical groups of the unknown components
in the poorly specified mixture is obtained from the NMR spectrum of the mixture.
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The information on the groups is then used in a thermodynamic group-contribution
method for calculating the activity coefficient of the target component T. It has been
shown that the results obtained with NEAT for the poorly specified mixture often match
those obtained for the fully specified mixture remarkably well [59, 60]. This has been
demonstrated for aqueous, non-aqueous, and also for reactive mixtures. Furthermore,
it has been shown that, using only a single NMR spectrum, NEAT can be successfully
applied for predicting activity coefficients for any mixtures, as long as the composition
of the unknown components remains constant [61]. This is, for instance, practically
relevant for describing the selective removal of the target component T or the selec-
tive removal of a known solvent from the mixture. For a complete description of phase
equilibria, reliable information on the activity coefficients of all components in the con-
sidered mixture is needed. However, the activity coefficient γT of the target component
is directly related to the affinity of the target component to a second phase. In a recent
study, it was demonstrated how NEAT can thus be applied for the conceptual design of
liquid-liquid extraction processes [62].

However, in all previous works on NEAT [59–62], the same thermodynamic group-
contribution method was used: UNIFAC. In this chapter, it is demonstrated that NEAT
is a generic framework that is not restricted to the use of UNIFAC, but can, in prin-
ciple, be combined with any group-contribution method. In all cases, the quality of
the NEAT results is inherently limited by the quality of the underlying thermody-
namic group-contribution method. It would only be by chance that the predictions of
experimental data obtained from NEAT would be better than those obtained from the
group-contribution method (assuming the composition of the mixture would be known).
It is, therefore, interesting to study the application of different thermodynamic group-
contribution methods in NEAT.

The previous studies on NEAT are extended here and it is investigated how COSMO-
RS, which is one of the most important models for predicting activity coefficients besides
UNIFAC, can be used within the NEAT framework. In its original version, COSMO-
RS [119, 120, 122] is not a group-contribution method. However, group-contribution
methods have been developed, that enable an estimation of σ-profiles, cavity surface
areas A, and cavity volumes V without having to perform the quantum-chemical calcu-
lation. Such a group-contribution version of COSMO-RS is used in the present chapter.
Furthermore, there are different versions of the COSMO-RS GE model, some of which
have not been fully disclosed. In the present chapter, the group-contribution version of
COSMO-RS (OL) [123] as it was presented by the group of Gmehling in Oldenburg [124]
is used. It is designated in the following as GC-COSMO-RS (OL). It is combined here
with results from 13C NMR spectroscopy from which the group composition of the
studied mixtures was obtained in the same way as in Ref. [60]. The new method is
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tested using several poorly specified mixtures of the type known target component T
+ unknown components U + solvent water W as test cases. In all cases, information
on the unknown components in the mixtures was not used for the predictions with
NEAT but only for comparison of the predictions with results for the fully specified
mixtures. New NMR measurements were carried out only for some of these mixtures.
The other cases were already studied in Ref. [59] and the NMR spectroscopic results
were simply re-evaluated to obtain information on the group speciation that could be
used together with GC-COSMO-RS (OL). For all systems, the predictions obtained
with the present version of NEAT (NMR + GC-COSMO-RS (OL)) were compared to
results that were obtained using the full knowledge of the speciation of the mixture.
Additionally, in one case, the predictions of the newly introduced version of NEAT are
compared to predictions of the recently described version of NEAT (NMR + modified
UNIFAC (Dortmund) [50, 59–62] as well as with results that were obtained with the
respective GE models using the full knowledge of the speciation of the mixture.

5.2 Materials and Methods

5.2.1 Materials

For all mixtures prepared in this chapter, ultra-pure water, which was produced with a
water purification system of Merck Millipore (Elix Essential 5), was used. Information
on all other chemicals that were used in the experiments in this chapter is given in
Table 8.

Table 8: Suppliers and purities of chemicals used in this chapter. Purities according to
supplier’s specification.

Chemical Formula Supplier Purity
Acetic acid C2H4O2 Carl Roth ≥99.80%
Acetone C3H6O Fisher Chemical ≥99.97%
Cyclohexanone C6H10O Sigma Aldrich ≥99.80%
Ethanol C2H6O Merck ≥99.90%
2-Propanol C3H8O Sigma Aldrich ≥99.90%
TMSP-d4 NaC6H9D4O2Si Deutero ≥98.00%
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5.2.2 Methods

5.2.2.1 Sample Preparation and NMR Spectroscopy

All sample mixtures were prepared gravimetrically in 20 ml glass vessels. The mass of
each sample was approximately 10 g. To each sample, a small amount of sodium 3-
(trimethylsilyl)tetradeuteriopropionate (TMSP-d4) was added as NMR standard. After
thoroughly shaking the samples to obtain homogenous solutions, 1 ml of each sample
was transferred to a 5 mm NMR vial. Quantitative inverse-gated 13C NMR spectra were
recorded with a 400 MHz NMR spectrometer from Bruker (Avance) with a cryogenic
probe (pulse angle: 60○, acquisition time: 1.5 - 5.6 s, number of scans: 64 or 128,
Relaxation Delay: 45 - 65 s). Software from MestReLabs (MNova) was used for baseline
correction, phase correction, and quantitative evaluation. Direct integration turned out
to be sufficient in all cases, as basically only spectral areas, which were assigned to
groups, had to be evaluated. The chemical shift refers to the TMSP-d4 peak.

5.2.2.2 Assignment and Quantification of Chemical Groups

The composition of all studied mixtures was known from sample preparation. However,
this information was not used for the predictions with NEAT, but only for testing the
quality of predictions. For the predictions with NEAT, each mixture was considered as
poorly specified and of the type known target component T + unknown components
U + water W. Only the nature and the mass fraction of the target component were
assumed to be known. Information on the unknown components U was obtained from
the NMR spectrum of the mixture. As comprehensively described in Ref. [60], this
includes the assignment of chemical groups to regions of chemical shift in the NMR
spectrum. The group assignment used for the evaluation of the NMR spectra will in
general not be completely identical with the group list of the thermodynamic group-
contribution method. Hence, a mapping is needed. As the group lists of modified
UNIFAC (Dortmund), in the following abbreviated as UNIFAC (DO), and GC-COSMO-
RS (OL) are not identical, the group assignment cannot simply be adopted from Ref. [60]
but has to be reconsidered. The assignment used in this chapter for the predictions
with NEAT based on GC-COSMO-RS (OL) is given in Table 9. The group assignment
used in this chapter for the predictions with NEAT based on UNIFAC (DO), which is
shown in Table 10, is similar, but not identical with the one from Ref. [60]. The only
difference is that ’CH3’ and ’CH2’ groups were distinguished here as it was observed
that these groups can easily be distinguished in most spectra that were evaluated. The
mass fraction of the groups in the mixture was obtained from the integration over the
chemical shift regions. All identified groups were lumped to a pseudo-component Ũ to
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which a molar mass of 150 g mol-1 was assigned, as suggested in Refs. [59, 60]. The
mass fraction of water W in the poorly specified mixture was calculated from the mass
balance. In another version of NEAT, for which results are provided in Appendix D,
information on the mass fraction of water from the gravimetric sample preparation was
used. The stoichiometry of the pseudo-component Ũ and the estimated composition of
all studied mixtures are given in Appendix D.

Table 9: Assignment of chemical groups from GC-COSMO-RS (OL) to 13C NMR chem-
ical shift regions used for the predictions with NEAT in this chapter. The ab-
breviated group labels are introduced for clarity. The numbers in parentheses
correspond to the group identifiers in the original paper [124].

13C NMR chemical shift chemical group name GC-COSMO-RS (OL) label
region / ppm
0 - 30 methyl group ’CH3’ (1)
30 - 60 methylene group ’CH2’ (4)
60 - 90 alcohol group ’CH2’ (7)a+’OH(P)’ (35)
90 - 150 alkenyl group ’CH=CH’ (58)
150 - 180 carboxyl group ’COOH’ (44)
>180 carbonyl group ’CO’ (51)
n.a. water n.a.

a In GC-COSMO-RS (OL), a ’CH2’ group bound to F/Cl/O/N is distinguished from a
custom ’CH2’ group.

Table 10: Assignment of chemical groups from the UNIFAC (DO) table to 13C NMR
chemical shift regions used for the predictions with NEAT in this chapter.
The numbers in parentheses are the identifiers for the sub-group and the
corresponding main-group from the original papers [32, 118].

13C NMR chemical shift chemical group name UNIFAC (DO) label
region / ppm
0 - 30 methyl group ’CH3’ (1,1)
30 - 60 methylene group ’CH2’ (2,1)
60 - 90 alcohol group ’CH2’ (2,1)+’OH(P)’ (14,5)
90 - 150 alkenyl group ’CH=CH’ (6,2)
150 - 180 carboxyl group ’COOH’ (42,20)
>180 carbonyl group ’CH2CO’ (19,9)
n.a. water ’H2O’ (16,7)
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5.2.2.3 Calculation of Activity Coefficients

After estimating the groups of the pseudo-component Ũ, each poorly specified mixture
is considered as a pseudo-ternary mixture of the components target component T +
pseudo-component Ũ + water W. In the following, the procedure for the calculation of
the activity coefficient γT of the target component T in the poorly specified mixture
based on a combination of NMR spectroscopy and GC-COSMO-RS (OL) is described.
The procedure for the application of NEAT based on UNIFAC (DO) is the same as in
Ref. [60] and, therefore, not discussed here. In COSMO-RS (OL), σ-profiles and cavity
surface areas for the hydrogen bonding (hb) part, and the non-hydrogen bonding (nhb)
part are considered [123, 124], which are denoted here as phb(σ), pnhb(σ) and Ahb, Anhb

respectively. Furthermore, in COSMO-RS (OL), activity coefficients are modeled as
the sum of two contributions, a residual and a combinatorial part. The residual part
of the activity coefficient of a component is calculated from its cavity surface areas
Ahb and Anhb and the sigma-profiles phb(σ) and pnhb(σ) of all pure components that
make up the mixture. The combinatorial part is calculated from the cavity volumes
and the cavity surface areas of the pure components. For the target component T
and water W, σ-profiles, cavity surface areas A, and cavity volumes V from quantum-
chemical calculations were used, which were taken from the Dortmund Data Bank,
2018, www.ddbst.com (DDB) [125]. For the pseudo-component Ũ, the corresponding
numbers were obtained from a summation of the contributions of the estimated groups of
Ũ using the available group parameters of GC-COSMO-RS (OL) reported in the DDB.
Corrections that were introduced in GC-COSMO-RS (OL) to consider intramolecular
interactions, such as intramolecular hydrogen bonds or steric effects, were neglected in
the present version of NEAT. For the results based on the fully specified mixture, which
were only used for comparison here, the σ-profiles, cavity surface areas A, and cavity
volumes V of the unknown components U were calculated as described above, whereas,
for the target component T and water W, the numbers were taken from the DDB, if
not stated otherwise. The calculations of all activity coefficients were carried out using
the COSMO-RS (OL) tool supplied with the installation of the DDB. Computational
details are given in Appendix D.

5.3 Results and Discussion

For simplicity, only activity coefficients at T = 298 K and p = 1 bar are considered
here. The pressure is not specified in the following as it has only a weak influence on the
activity coefficient and is not considered in the studied GE models. In the following, the
term “system” refers to a set of components without specifying the composition whereas
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the term “mixture” is used if additionally the composition is specified. For each system,
several mixtures were studied. Table 11 gives an overview of the systems that were
investigated in the present chapter. In all following figures, lines denote the results
that were obtained using the full knowledge on the speciation of the mixture, whereas
the symbols denote the predictions with NEAT, for which only the information on the
target component T was used, if not stated otherwise. The predictions with NEAT are
based on GC-COSMO-RS (OL), if not stated otherwise. In Figure 25, results for the

Table 11: Overview of the studied systems. Besides the target component T and the
unknown components U, water W is always present in the mixtures. In all
mixtures of a given system, the molar ratio of the target component to water
nT/nW is constant. For all five-component systems, the mass ratio of the
three unknown components is 1:1:1 in all mixtures.

System Target component T Unknown component(s) U nT/nW NMR data
I acetone 2-propanol 0.040 This chapter
II acetic acid 2-propanol 0.050 This chapter
III ethanol acetic acid 0.043 Ref. [59]
IV ethanol methyl acetate 0.044 Ref. [59]
V ethanol 2-butanone 0.044 Ref. [59]
VI ethanol cyclohexanone 0.044 This chapter

VII 1,4-butanediol
cyclohexanone
acetonitrile
methyl acetate

0.022 Ref. [59]

VIII acetone
D-xylose
acetic acid
methyl acetate

0.035 Ref. [59]

activity coefficient of two target components (T = acetone or T = acetic acid) in ternary
aqueous mixtures of system I and II are shown. In all cases, 2-propanol is considered to
be the unknown component U. The results for the fully specified mixtures show a strong
influence of U on γT for T = acetone and a rather weak influence for T = acetic acid. For
all mixtures, excellent agreement of the prediction with NEAT with the results for the
fully specified mixtures is observed. In Figure D.4 in Appendix D, it is shown that the
assumed molar mass MŨ of the pseudo-component Ũ, which was set to MŨ = 150 g mol−1

for the results in Figure 25, has only a minor influence on the predictions with NEAT, if
no unreasonably small values of MŨ are chosen. This was found for all studied mixtures
as well as in Refs. [59, 60]. Therefore, only predictions based on MŨ = 150 g mol−1 are
shown in the following. In Figure D.18 in Appendix D, it is demonstrated that NEAT
is not restricted to a prediction at T = 298 K, i.e., the temperature at which the NMR
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analysis is carried out, but also gives good results for other temperatures. This is not
surprising, since GC-COSMO-RS (OL), which is the basis of the NEAT version here,
takes the temperature dependence of activity coefficients into account.
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Figure 25: Activity coefficient γT of target components (T = acetone or T = acetic

acid) in ternary mixtures of system I and II, cf. Table 11, at 298 K. Lines:
results from GC-COSMO-RS (OL) for the fully specified mixtures. Sym-
bols: predictions with NEAT. No information on the unknown component
U was used in NEAT.

Figure 26 shows the σ-profile of the pseudo-component Ũ in a mixture of system I
(xU = 0.025 mol mol−1) as predicted by NEAT based on the NMR analysis of the
mixture. For comparison, also the σ-profile of U = 2-propanol is shown. The agreement
of the σ-profiles is very good, which explains the excellent prediction of γT in Figure 25.
The respective plot for a mixture of system II is given in Figure D.5 in Appendix D and
shows a similar agreement.
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Figure 26: σ-profile of the pseudo-component Ũ in a mixture of system I as predicted
with NEAT and the σ-profile of U = 2-propanol. pŨ(σ) is the cavity sur-
face area-weighted sum of pnhb

Ũ (σ) and phb
Ũ (σ), cf. Appendix D. Dashed

line: result from GC-COSMO-RS (OL) for U in the fully specified mix-
ture. Solid line: prediction with NEAT. The composition of the mixture is
xT = 0.037 mol mol−1, xU = 0.025 mol mol−1.

In Figure 27, the influence of different unknown components U on the activity coefficient
γT of the target component T = ethanol is studied. The unknown components are
U = acetic acid, U = methyl acetate, U = 2-butanone, and U = cyclohexanone (systems
III - VI, cf. Table 11). The studied compositions were limited by the solubilities in the
respective systems. The results show that acetic acid has a weak influence on γT,
whereas cyclohexanone has a strong influence. Methyl acetate and 2-butanone show a
medium influence. For all unknown components U, the agreement of the predictions
with NEAT with the results for the fully specified mixture is very good. In particular,
the differences in the strength of the influence of the different unknown components U
on γT are predicted well with NEAT.
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Figure 27: Activity coefficient γT of target component T = ethanol in ternary mixtures

of systems III - VI, cf. Table 11, at 298 K. Lines: results from GC-COSMO-
RS (OL) for the fully specified mixtures. Symbols: predictions with NEAT.
No information on the unknown component U was used in NEAT.

Figure 28 shows the σ-profile of the pseudo-component Ũ in a mixture of system III
(xU = 0.022 mol mol−1) as predicted with NEAT based on an NMR analysis of the
mixture. For comparison, also the σ-profile of U = acetic acid is shown. The agreement
of the σ-profiles is excellent, which is in line with the excellent prediction of γT in
Figure 27. The respective plots for systems IV - VI are given in the Figures D.6-D.8 in
Appendix D and show a similar agreement.
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Figure 28: σ-profile of the pseudo-component Ũ in a mixture of system III as predicted
with NEAT and the σ-profile of U = acetic acid. pŨ(σ) is the cavity sur-
face area-weighted sum of pnhb

Ũ (σ) and phb
Ũ (σ), cf. Appendix D. Dashed

line: result from GC-COSMO-RS (OL) for U in the fully specified mix-
ture. Solid line: prediction with NEAT. The composition of the mixture is
xT = 0.041 mol mol−1, xU = 0.022 mol mol−1.

In Figure 29, results for the activity coefficient of two target components (T = 1,4-
butanediol or T = acetone) for aqueous five-component mixtures containing the un-
known components U = cyclohexanone, acetonitrile, methyl acetate or U = D-xylose,
acetic acid, methyl acetate are shown. For D-xylose, GC-COSMO-RS (OL) cannot be
used in its current version since the required parameters are not available. Therefore,
for obtaining the results for system VIII, quantum-chemical obtained σ-profiles, cavity
surface areas A, and the cavity volume V from the DDB were used for D-xylose for the
fully specified mixture. In Figure 29, results for two versions of NEAT are shown, one
that is based on GC-COSMO-RS (OL) and one that is based on UNIFAC (DO). Both
predictions with NEAT are compared to the results for the fully specified mixture that
were obtained with the respective thermodynamic model. For system VIII, the results
from GC-COSMO-RS (OL) and UNIFAC (DO) are similar, whereas there is a large de-
viation for system VII. However, it is not the intention of the present chapter to evaluate
and compare the suitability of GC-COSMO-RS (OL) and UNIFAC (DO) for the studied
mixtures. For both models, the agreement of all predictions with NEAT with the results
for the fully specified mixture is excellent. The results demonstrate the generic nature
of the idea of NEAT that allows to select the most suitable thermodynamic model for
the studied system.
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Figure 29: Activity coefficient γT of target components (T = 1,4-butanediol or T = ace-

tone) in five-component mixtures of system VII and VIII, cf. Table 11, at
298 K. Lines: results for fully specified mixtures. Symbols: predictions with
NEAT. No information on the unknown components U was used in NEAT.

Figure 30 shows the σ-profiles of the pseudo-component Ũ calculated with information
from NEAT and for the fully specified mixture in a five-component aqueous mixture of
system VII (xtotal

U = 0.006 mol mol−1). Compared to the results in Figures 26 and 28,
the deviations are larger, which can be attributed to the more complex nature of the
mixture. The respective plot for system VIII is given in Figure D.9 in Appendix D and
shows a similar agreement.
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Figure 30: σ-profile of the pseudo-component Ũ in a mixture of system VII as pre-
dicted with NEAT and the mixed σ-profile of the unknown components
U1 = cyclohexanone, U2 = acetonitrile, U3 = methyl acetate. pŨ(σ) is the
cavity surface area-weighted sum of pnhb

Ũ (σ) and phb
Ũ (σ), cf. Appendix D.

Dashed line: results from GC-COSMO-RS (OL) for the mixture of all Ui

in the fully specified mixture. Solid line: prediction with NEAT. The com-
position of the mixture is xT = 0.021 mol mol−1, xtotal

U = 0.006 mol mol−1.

5.4 Conclusions

In previous works, the method NEAT was introduced, which enables the prediction
of the activity coefficients of target components in poorly specified mixtures based on
a combination of NMR spectroscopy and thermodynamic group-contribution methods.
In all previous studies with NEAT, that group-contribution method was UNIFAC. In
the present chapter, it is demonstrated that NEAT can also be used with other group-
contribution methods. This is important as the quality of the predictions of NEAT is
determined by the quality of the underlying thermodynamic group-contribution method.
The method that was used in the present chapter is GC-COSMO-RS (OL), which is a
group-contribution version of COSMO-RS (OL). The new version of NEAT is tested
with several poorly specified mixtures. The predictions show excellent agreement with
results for the fully specified mixtures. The results of this chapter demonstrate that
the concept of NEAT is generic. It can be used together with different thermodynamic
group-contribution methods. Only the mapping of the group table that is used in the
NMR evaluation and that of the thermodynamic group-contribution method has to be
adjusted.
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6 Conceptual Fluid Separation
Process Design

6.1 Introduction

Modeling and simulation are essential for process development and optimization. In
the present chapter, the focus is on fluid separation processes, namely liquid-liquid
extraction and distillation. For modeling such processes, information on the phase
equilibria is needed, which is typically supplied in the form of models of the Gibbs
excess energy GE, such as NRTL [126], UNIQUAC [121], or the group-contribution
method UNIFAC [31, 127]. These models, as well as all other thermodynamic models,
require a complete specification of the composition of the studied mixture.

These problems are circumvented by using the methodology described in Chapter 4
that results in a quantitative representation of the unknown components in a mixture
by K pseudo-components Ũk, described by their structural group composition. The
obtained numbers for the structural groups of type g in pseudo-component k, denoted
by νg,k, may have non-integer values as several true components with different con-
centrations can be lumped into a single pseudo-component. However, this does not
hinder the application of the results for predicting many thermodynamic properties,
such as normal-boiling points [27], vapor pressures [29], critical properties [28], or even
quantum-chemical descriptors [124] and activity coefficients [31, 32] using respective
group-contribution methods. Hence, this procedure allows the prediction of thermody-
namic properties of mixtures without the need to elucidate the unknown components’
molecular structure. Such modeling generally requires mapping the group distribution
scheme used in defining the pseudo-components to that used in the thermodynamic
group-contribution method, which is a task that usually can be solved.

In summary, the quantitative analysis of group compositions via NMR fingerprinting
together with a rational approach for defining pseudo-components yields, in principle,
all pieces of information that are required for modeling processes with poorly specified
mixtures – without the need to elucidate and quantify all true species, which can become
highly elaborate in practice.
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In the present chapter, the applicability of this approach is demonstrated by the thermo-
dynamic modeling of poorly specified mixtures and using the resulting models for fluid
separation process design. For this purpose, the phase behavior of various poorly speci-
fied mixtures was predicted. The results were used for solvent screening for liquid-liquid
extraction processes and for simulating open evaporation processes by predicting residue
curves. All this is done without knowing the exact composition of the mixture. The
group-contribution method UNIFAC [31, 127] was used to predict the activity coeffi-
cients for the phase equilibrium calculations. Furthermore, a method for the description
of the vapor pressure [27, 29] of the pseudo-components, which is needed for the de-
scription of vapor-liquid equilibria, was employed. Note that although only liquid-liquid
equilibria and vapor-liquid equilibria are considered in this chapter, the methodology
can also be extended to other types of phase equilibria, like solid-liquid equilibria or
vapor-liquid-liquid equilibria, straightforwardly; the only prerequisite for doing so is
that suitable group-contribution methods for the respective relevant fluid properties are
available.

6.2 Methods

6.2.1 Overview of the Workflow

Figure 31 summarizes all steps of the procedure applied in the present chapter. The
methodology for NMR fingerprinting and the pseudo-component method, cf. upper part
of Figure 31, were adopted from Ref. [128], cf. also Chapter 4; the main contribution
of this chapter is the application of the respective results together with thermodynamic
group-contribution methods for predicting phase equilibria and simulating thermal sep-
aration processes, cf. lower part of Figure 31.
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Figure 31: Schematic overview of the workflow applied in the present chapter. The
NMR fingerprinting method and the pseudo-component method were
adopted from Chapter 4. Their results were used to simulate liquid-liquid
extraction processes and predict residue curves for open evaporation pro-
cesses with poorly specified feeds.
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6.2.2 NMR Fingerprinting and Pseudo-component Method

No experiments were carried out in the present chapter. The NMR-spectroscopic in-
formation of the studied mixtures required for the NMR fingerprinting, namely the 13C
NMR and 13C DEPT NMR spectra, was taken from Chapter 4.

The NMR fingerprinting was based on the approach of Chapter 4, in which the groups
identified in the fingerprinting were already mapped to groups of UNIFAC [31, 127]. Ad-
ditionally, in this chapter, also a mapping of the groups determined in the fingerprinting
to the groups of the method of Refs. [27, 29] for the prediction of vapor pressures was
carried out. For technical details, cf. Appendix E.

Table 12 summarizes the structural groups distinguished in this chapter together with
the mapping to the groups of UNIFAC [31, 127] and the method of Refs. [27, 29].
Furthermore, Table 12 also indicates the assignment of each group to regions of chemical
shift taking into account the substitution degree of the carbon atoms, which was obtained
by considering 13C DEPT NMR spectra.

Table 12: Mapping of groups identified and quantified by NMR fingerprinting based
on 13C and 13C DEPT NMR to those from Refs. [27, 29] and UNIFAC [31,
127, 129]. Carbon atom classification: P primary, S secondary, T tertiary, Q
quaternary. The numbers in parentheses correspond to the group identifiers
in the publications of the original methods [27, 29, 31, 127, 129].

13C NMR chem- Carbon Nannoolal [27, 29] label UNIFAC [31, 127, 129] labelical shift region

0-60 ppm

P CH3 (1) CH3 (1)
S CH2 (4) CH2 (2)
T CH (5) CH (3)
Q C (6) C (4)

60-90 ppm
S CH2 (7) + OH(P) (35/36)a CH2 (2) + OH (14)
T CH (7) + OH(S) (34) CH (3) + OH (14)
Q C (7) + OH(T) (33) C (4) + OH (14)

90-150 ppm S/T CH CH (58) CH CH (6)
Q C C (58) C C (70)

150-180 ppm Q COOH (44) COOH (42)

>180 ppm T CHO (52) CHO (20)
Q CO (51) CH3CO (18) / CH2CO (19)

a If the number of carbon atoms in the pseudo-component is less than five, group 36 was
used, otherwise group 35 was used, as recommended in Refs. [27, 29].

The quantification of the groups was done by a manual integration of the respective
peaks in the quantitative 13C NMR spectrum, as described in Chapter 4.

The method used for the quantitative definition of pseudo-components based on the
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NMR fingerprinting and the diffusion coefficients measured by 13C PFG NMR exper-
iments was also adopted from Chapter 4. From this, the composition of each poorly
specified mixture was obtained, cf. Appendix E for details. Three mixtures were con-
sidered in the present chapter as examples (details are given below). Their composition
was known from gravimetric preparation, but that information was not used in the
study except for a comparison of the results. Hence, they are labeled as poorly specified
mixtures in the following.

6.2.3 Simulation of Liquid-liquid Extraction Processes

The studied poorly specified mixtures were considered as feeds of a single-stage liquid-
liquid extraction described with an equilibrium-stage model. The task was to compare
the performance of different extracting agents for a constant feed/solvent mass ratio.
The process can be considered either a batch process or a continuous process. Eight
common solvents from different chemical classes were considered as extracting agents;
the essential requirement was that they exhibit a miscibility gap with water, which
was the solvent in all studied mixtures, at the considered temperature, which was T =

298.15 K. The partitioning of all (pseudo-)components in thermodynamic equilibrium
was calculated based on the isoactivity criterion:

xi
′ γi

′(T , x′) = xi
′′ γi

′′(T , x′′); i = 1...N (13)

where xi
′ and xi

′′ are the mole fraction of (pseudo-)component i in the raffinate (water-
rich phase′) and the extract (extracting agent-rich phase′′). γi

′ and γi
′′ are the activity

coefficients in the raffinate and extract phase, respectively, which were calculated using
UNIFAC [31, 127] based on the estimated composition for the poorly specified mixtures.
For comparison only, all calculations were also carried out using the true composition of
the studied mixtures. Numerical details for the calculations are given in Appendix E.

6.2.4 Prediction of Residue Curves

Residue curves are often used to model single-stage open evaporations, where the vapor
phase is continuously removed. The residue curve thereby describes the composition of
the liquid phase over time, which is considered to be always in thermodynamic equilib-
rium with the removed vapor phase [130]. This process is described by the Rayleigh-
equation [131, 132]. The pressure was 1 bar in all calculations in the present study.

In all cases, the vapor phase was treated as a mixture of ideal gases. Furthermore, the
pressure dependence of the chemical potential in the liquid phase was always neglected.
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The vapor-liquid equilibrium was therefore modeled by extended Raoult’s law:

pS
i (T ) xi γi(T , x) = p yi = pi; i = 1...N (14)

where pS
i is the vapor pressure of the pure component i, xi and yi are the mole fraction of

i in the liquid and vapor phase in equilibrium, respectively, and pi is the partial pressure
of component i in the vapor phase. The activity coefficients γi in the liquid phase were
again calculated with UNIFAC [31, 127].

For the fully specified mixtures, which were modeled as a reference here only, the vapor
pressure of the pure components pS

i was calculated using the Antoine equation with
parameters taken from the Dortmund Data Bank (DDB) [133]. Some of the considered
components have very low vapor pressures, so that no data were available. In these
cases, the vapor pressure of the component was set to zero, cf. Appendix E for details.

For the poorly specified mixtures, the vapor pressure pS
k of the pseudo-component k was

estimated using the group-contribution method of Refs. [27, 29]. If the estimated vapor
pressure was pS

k < 10−10 bar at T = 373 K, it was set to zero. A detailed description of
the calculation of the vapor pressures is given in Appendix E.

6.3 Overview of Studied Mixtures

Table 13 gives an overview of the three mixtures that were considered as feed mixtures
in the application examples studied in the present chapter. The information on the feed
mixtures was adopted from Ref. [128] - no NMR experiments were carried out in the
present chapter. All mixtures are aqueous solutions that contain a cocktail of diluted
substances (the mole fractions of all other components were below 0.038 mol/mol) - a
situation that is often encountered, e.g., in biotechnological processes. It is emphasized
that the general methodology proposed here is not limited to such mixtures, and it is
desirable to demonstrate the applicability for other types of poorly specified mixtures
in future work.

The fact that diluted aqueous mixtures were studied has several consequences for the ap-
plication of the methodology. Firstly, it explains why the study was carried out with 13C
NMR spectroscopy. Secondly, the high dilution poses challenges for spectroscopy, which
can, however, be overcome by sufficiently long measuring times. On the other hand,
the high dilution in the solvent water facilitates the application of the SEGWE model
for predicting diffusion coefficients at infinite dilution in a known solvent. As the con-
centration dependence of diffusion coefficients can be very strong, it was not neglected,
despite the low concentrations of the solutes. To account for it, a reference component



6.3 Overview of Studied Mixtures 95

was used. For details, see Ref. [128]. The reference components were randomly chosen
in the three studied mixtures.

Table 13: Overview of the mixtures studied in this chapter. All mixtures are diluted
aqueous solutions, the solvent water is not explicitly included in the table.
xi and Mi are the mole fraction and the molar mass of the true compo-
nents i, respectively, which were known from the preparation of the samples;
xpred

i and Mpred
i are corresponding numbers for the pseudo-components Ũ

predicted based on NMR fingerprinting. The dashed lines indicate which
true components were lumped into the pseudo-components by the approach
described in Chapter 4. Target components are labeled with (T), see text.

Mixture Components i Mi / Mpred
i / xi / xpred

i /
g mol−1 g mol−1 mol mol−1 mol mol−1

I

2-propanol (T) 60.10 - 0.033 0.034
acetone (Ũ1) 58.08 48.98 0.038 0.046
1,4-butanediol (Ũ2) 90.12 145.21 0.035 0.022
acetic acid (Ũ3) 60.05 72.11 0.033 0.029

II

1,4-dioxane (T) 88.11 - 0.006 0.006
cyclohexanone (Ũ1) 98.15 94.47 0.012 0.012
glucose (Ũ2) 180.16 212.08 0.015 0.034
citric acid (Ũ2) 192.12 0.025

III

acetonitrile (T) 41.05 - 0.022 0.022
acetone (Ũ1) 58.08 51.71 0.016 0.017
acetic acid (Ũ2) 60.05 71.06 0.015 0.013
1-propanol (Ũ3) 60.10 85.26 0.015 0.021
2-propanol (Ũ3) 60.10 0.015
cyclohexanone (Ũ4) 98.15 115.96 0.009 0.007
1,4-butanediol (Ũ5) 90.12 148.90 0.010 0.006
malic acid (Ũ6) 134.09 248.36 0.008 0.009
xylose (Ũ6) 150.13 0.007
ascorbic acid (Ũ7) 176.12 313.85 0.006 0.004

In the application examples that were studied here, it was simply assumed that the
reference component is the component to be separated from the unknown mixture. This
is motivated by the fact that in separation processes with poorly specified mixtures, the
target component to be separated is always known - and also its concentration in the
feed mixture is usually known. As the focus of the present study is on the application
side, the reference component is labeled with T (target) in the following, see Table 13.

The fact that a priori information on the solvent and a reference component was used
does not indicate a general limitation of the methodology: if this information is not
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directly available, samples of poorly specified mixtures can, in general, be diluted with
a known inert solvent and also a reference component can be added gravimetrically.

Additional results for the quantification of the structural groups based on NMR finger-
printing are presented in Appendix E.

The results presented in Table 13 show that the NMR fingerprinting in combination with
the pseudo-component method works well. The true compositions of the mixtures and
the respective predicted compositions agree well in most cases. There are considerable
discrepancies in the predicted molar masses of some components that are, however,
mainly caused by deficiencies of the SEGWE [77, 78] model, as shown in Ref. [128].
Better methods for predicting diffusion coefficients would, hence, be highly desirable
for the present methodology. Still, the good agreement of the predicted and the true
compositions shows that the method works well also with the SEGWE model. It is
noted that for the components labeled with (Ũ) in Table 13, no information on the
true nature and concentration was used to determine the predicted values, whereas, as
explained above, for the target components (T), the mass fraction and the nature was
assumed to be known. Still, as the predicted molar masses are used for the prediction
of the mole fractions, also the mole fraction of the target component T is a prediction,
albeit a much simpler one than for the other components Ũ. Since water and the target
component were assumed to be known here, they were treated as true components in
the calculations (e.g., using Antoine parameters from the DDB [133] for calculating the
vapor pressure).

6.4 Results and Discussion

6.4.1 Solvent Screening for Liquid-liquid Extraction Processes

The simulation study of liquid-liquid extraction processes with poorly specified feeds
that was carried out in the present chapter represents the scenario of a solvent screen-
ing. The aim of the process is the removal of a known target component T from a poorly
specified aqueous mixture by an extracting agent E, which has to be selected from a list
of candidates. For simplicity, both the temperature and the mass ratio of the extracting
agent and the feed were kept constant and set to T = 298.15 K and mE/mF = 5,
respectively. However, the approach easily generalizes to other temperatures and mass
ratios. Eight common solvents that have a wide miscibility gap with water were con-
sidered as extracting agents: 1-octanol, 1-decanol, toluene, hexane, decane, dipropyl
ether, ethyl propionate, and 3-octanone. The extension to other extracting agents is
straightforward.
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The selectivity is quantified by the separation factor αT of the target component, which
compares the distribution of the target component on the coexisting phases in thermody-
namic equilibrium with the respective distributions of all identified pseudo-components
Ũk:

αT =
(

x′′T
x′T
)

⎛
⎜
⎝

K

∑
k=1

x′′
Ũk

K

∑
k=1

x′
Ũk

⎞
⎟
⎠

(15)

where the double prime indicates the extract phase and the prime denotes the raffinate
phase. The numerator is the partition coefficient of the target component and the
denominator is the partition coefficient of all other components (except water) lumped
together. The yield is:

YT =
n′′T

n′T + n′′T
(16)

where nT refers to the mole number of the target component. For comparison, these
quantities were also calculated for the fully specified mixtures, i.e., using the complete
knowledge of the composition of the mixtures, cf. Table 13. These results are called
ground truth in the following.

In Figure 32, the results for the extraction of the target component T=2-propanol from
mixture I (cf. Table 13), are shown. A very good agreement between the predictions
(open symbols) and the ground truth (closed symbols) is found for all extracting agents;
this holds for both the separation factor αT (Figure 32 left) and the extraction yield YT

(Figure 32 right).
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Figure 32: Separation factor αT (left) and extraction yield YT (right) of target com-
ponent T=2-propanol in a single-stage liquid-liquid extraction process with
mixture I (cf. Table 13), as feed F for different extracting agents E at
T = 298.15 K and mE/mF = 5. Closed symbols: results for the fully spec-
ified feed. Open symbols: predictions for the poorly specified feed using
NMR fingerprinting and the pseudo-component method. In some cases,
the prediction is so good that the two symbols become indistinguishable.

Figure 33 shows the corresponding results for extracting the target component T=1,4-
dioxane from mixture II. Again, for both the separation factor αT (Figure 33 left) and
the extraction yield YT (Figure 33 right), excellent agreement between the predictions
(open symbols) and the ground truth (closed symbols) is found for all extracting agents.
Note that the pseudo-component method could not distinguish glucose and citric acid
here, which were lumped into a single pseudo-component (Ũ2), cf. Table 13. The fact
that, nevertheless, good results were obtained demonstrates that the approach is robust
with respect to the definition of the pseudo-components. It is assumed that this is
because the clustering of the identified structural groups is based on physics, namely on
information on self-diffusion coefficients. While glucose and citric acid are chemically
different, they differ not so much regarding their interactions with water and their molar
mass.
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Figure 33: Separation factor αT (left) and extraction yield YT (right) of target compo-
nent T=1,4-dioxane in a single-stage liquid-liquid extraction process with
mixture II (cf. Table 13), as feed F for different extracting agents E at
T = 298.15 K and mE/mF = 5. Closed symbols: results for the fully spec-
ified feed. Open symbols: predictions for the poorly specified feed using
NMR fingerprinting and the pseudo-component method.

In Figure 34, the results for mixture III with the target component T=acetonitrile are
shown. For both the separation factor αT (Figure 34 left) and the extraction yield of
the target component YT (Figure 34 right), excellent agreement between the ground
truth and the predictions is found for all studied extracting agents. In some cases, the
differences are even indistinguishable in Figure 34. This is particularly interesting since
the mixture contains nine components that were assumed to be unknown, which were
lumped into a total of seven pseudo-components by the algorithms, cf. Table 13. Again,
this shows the robustness of the approach.

Figure 34: Separation factor αT (left) and extraction yield YT (right) of target compo-
nent T=acetonitrile in a single-stage liquid-liquid extraction process with
mixture III (cf. Table 13), as feed F for different extracting agents E at
T = 298.15 K and mE/mF = 5. Closed symbols: results for the fully spec-
ified feed. Open symbols: predictions for the poorly specified feed using
NMR fingerprinting and the pseudo-component method. In some cases,
the prediction is so good that the two symbols become indistinguishable.
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6.4.2 Simulation of Open Evaporation Processes

In the following, results for an open evaporation process are shown. The results are
presented over the evaporation ratio β:

β = 1 − nL

nL,0 (17)

where nL is the number of moles in the residue and nL,0 the initial value of that property.
The simulations were performed until the number of moles nL in the residue approached
the total amount of non-volatile components; see Appendix E for details.

Figure 35 shows the boiling temperature T of the three test mixtures during the open
evaporation process at p = 1 bar. The overall agreement of the calculations for the
fully specified mixtures (solid lines) with the predictions based on NMR fingerprinting
and the pseudo-component method (dashed lines) is good in all cases. However, for
mixture I, the boiling temperature is underestimated for low evaporation ratios, which
is presumably because the vapor pressure of Ũ1 (representing acetone, cf. Table 13) is
overestimated. The influence of Ũ1 on the boiling temperature is then reduced due to
its fast evaporation, cf. also Figure 36. In Appendix E, the predicted vapor pressures of
the pseudo-components based on the group-contribution method used here [27, 29] are
compared to the vapor pressures as calculated by the Antoine equation. In general, con-
siderable differences were obtained between these two calculations, which is presumably
a two-fold problem: first, the prediction accuracy of the molar masses is not sufficient
in some cases, and second, the group-contribution method for the prediction of the va-
por pressure is not accurate enough. However, the impact of these false predictions is
moderate as the order in which the components evaporate is correctly described in most
cases, cf. Figures E.1-E.3 in Appendix E, and the qualitative behavior of the vapor
pressure curves are well predicted.

Furthermore, in mixtures I and III, relatively high temperatures are predicted for high
evaporation ratios; in mixture I, this is mainly caused by pseudo-component Ũ2 (repre-
senting 1,4-butanediol, cf. Table 13), for which the vapor pressure is underestimated,
cf. Figure E.1 in Appendix E. In mixture III, for high evaporation ratios, the non-volatile
components malic acid, xylose, and ascorbic acid accumulate in the liquid phase.
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Figure 35: Results from simulations of open evaporation processes at 1 bar for mixtures
I - III (cf. Table 13). The boiling temperature T is shown as a function of
the evaporation ratio β. Solid lines: results for the fully specified mixtures.
Dashed lines: predictions for the poorly specified mixtures based on NMR
fingerprinting and the pseudo-component method.
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Figure 36 shows the residue curves, i.e., the mole fractions of the components in the
liquid phase over the course of the process, for mixture I at p = 1 bar (cf. Table 13).
In the left panel, results for the fully specified mixture are shown, the right panel
shows the corresponding results obtained from NMR fingerprinting and the pseudo-
component method. Overall, the predictions agree well with the results obtained using
the complete speciation of the feed. The imperfect prediction of the composition of the
feed (at β = 0) is mainly caused by errors in the prediction of the molar masses. For
instance, the underestimation of the molar mass of acetone (represented by Ũ1) leads
to an overestimation of its mole fraction. Similarly, the mole fraction of acetic acid is
underestimated because its molar mass is overestimated.

The maximum in the residue curve of acetic acid is also found for the pseudo-component
Ũ3, which represents acetic acid, but the maximum is by far overpredicted. This is
presumably a consequence of the overprediction of the molar mass of acetic acid and
problems of the group-contribution method used to predict the vapor pressure of that
component (see Figure E.1 in Appendix E).

Figure 36: Residue curves showing the liquid-phase mole fractions xi as a function
of the evaporation ratio β for mixture I (cf. Table 13), at p = 1 bar. Left:
results obtained using the full speciation. Right: predictions based on NMR
fingerprinting and the pseudo-component method.

Figure 37 shows the respective results for the residue curves for mixture II. The agree-
ment between the predicted residue curves and the ones calculated using the complete
information on the composition of the mixture is excellent for all components. Citric
acid and glucose were lumped into a single pseudo-component (Ũ2), cf. Table 13; there-
fore, only the sum of the mole fractions of both components is indicated in both panels
of Figure 37. A representation with individual mole fractions is shown in Figure E.4 in
Appendix E.
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Figure 37: Residue curves showing the liquid-phase mole fractions xi as a function of
the evaporation ratio β for mixture II (cf. Table 13), at p = 1 bar. Left:
results obtained using the full speciation. Right: predictions based on NMR
fingerprinting and the pseudo-component method.

It is noted that the concentrations of citric acid and glucose in the liquid phase for high
evaporation ratios are so high that, in practice, they would precipitate, i.e., an additional
solid-liquid equilibrium (SLE) would occur, which, however, was not considered here.

Figure 38 shows the respective residue curves for mixture III. A good agreement between
the predicted residue curves and those obtained using the full speciation is found for most
components. While the maximum in the concentration curve of 1,4-butanediol (Ũ5) is
well predicted, as for mixture I, poor results are obtained for acetic acid (Ũ2), for which
a strong maximum is predicted, which is not found when the full speciation is used. The
reasons are the same as for mixture I: the poor prediction of the molar mass and the
vapor pressure. 1-propanol and 2-propanol were lumped into a single pseudo-component
(Ũ3); the same holds for malic acid and xylose (Ũ6), cf. Table 13. Therefore, only the
sums of the mole fractions of the respective true components are plotted in these cases,
cf. Figure E.5 in Appendix E for a plot of the individual concentrations. The lumping
of 1-propanol and 2-propanol is a good example for a lumping that is uncritical for
the prediction of thermophysical properties. Also, the lumping of the two high-boilers,
malic acid and xylose, does not substantially affect the prediction of residue curves. As
with mixture II, the possible occurrence of an SLE was not considered here, although it
might occur in practice for high evaporation ratios.
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Figure 38: Residue curves showing the liquid-phase mole fractions xi as a function of
the evaporation ratio β for mixture III (cf. Table 13), at p = 1 bar. Left:
results obtained using the full speciation. Right: predictions based on NMR
fingerprinting and the pseudo-component method.

6.5 Conclusions

In this chapter, it was demonstrated that predictive thermodynamic modeling can be
achieved without knowing the full speciation of the mixtures based on the characteriza-
tion of the mixture described in Chapter 4.

The approach was only applied to aqueous mixtures, but there is no reason why it could
not be applied to non-aqueous solutions. On the contrary: for non-aqueous solutions,
it could be attractive to combine the information from 13C NMR spectroscopy that was
used here with that from 1H NMR spectroscopy, which could further improve the results.
Also, variants based solely on 1H NMR spectroscopy could be developed.

Furthermore, only mixtures were studied in which the components were highly diluted
in the solvent (always water here). This is no prerequisite for applying the NMR fin-
gerprinting and the definition of pseudo-components, but the absence of a component
that is present in large excess troubles the determination of the molar mass of the
pseudo-components. If such an excess component is not present, it can be added. The
prerequisite for this would be that the added component is miscible with the poorly
specified mixture and non-reactive. Furthermore, it is desirable to have one component
of which the concentration is known. This will be the case in most practical problems
with poorly specified mixtures, e.g., the concentration of a product in an otherwise
poorly specified mixture. If this was not the case, such a component could be added to
the mixture. In the present chapter, this reference component was designated.

The method depends on the quality of prediction methods that are needed at two points:
firstly, the SEGWE model for predicting diffusion coefficients is used to get the infor-
mation on the molar mass of the pseudo-components, and secondly, group-contribution
methods are used to predict the thermodynamic properties of interest. The quality
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of the latter methods directly limits what can be achieved with the present approach.
Luckily, many suitable thermodynamic group-contribution methods are available for a
large variety of properties. Applying these methods in the present framework requires
mapping the groups that can be identified by NMR spectroscopy to groups considered
in the thermodynamic method. This may require some case-specific adaptions but will
hardly pose fundamental problems. It is emphasized that also the flexibility on the NMR
spectroscopic side can be used for such adaptions and that it can be expected to see
progress in the group assignment in NMR spectroscopy by using machine learning [68].

The results from the present examples also show that even the best available semi-
empirical methods for predicting diffusion coefficients [109] (the SEGWE model [77,
78]) and a well-developed method for predicting pure-component vapor pressures (the
method of Refs. [27, 29]) have critical deficiencies. Some of the most critical deviations
observed in comparing the predictions to those obtained using the full speciation resulted
from deficiencies of these models and not directly from the methodology presented here,
which will profit from any future improvement of the group-contribution methods.

The present results were obtained based on NMR experiments with cryogenic high-field
instruments. In future work, the methodology should be adapted to use results from
much simpler and cheaper benchtop NMR spectrometers. Furthermore, the present
chapter demonstrates that the approach developed in Chapter 4 to solve the problem
of modeling poorly specified mixtures is broadly applicable. It is also flexible and can
be tuned to specific needs. More studies should follow to elucidate and demonstrate the
full potential of the new approach.
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7 Conclusions

Complex mixtures with unknown composition are ubiquitous in fields such as biotech-
nology, refinery technology, waste-water treatment, or in renewable feedstocks. The
design of efficient processes involving such poorly specified mixtures is hindered by the
fact that, basically, all thermodynamic models require information about the compo-
sition of the mixture. In the present thesis, a framework for addressing this challenge
is introduced, including methods for group-specific characterization of poorly specified
mixtures, the rational definition of pseudo-components, and the application for thermo-
dynamic modeling and simulation.

Two methods for automatic identification and quantification of structural groups were
developed based on the machine-learning concept of support vector classification. The
first method enables the assignment of thirteen structural groups to spectral regions
in 13C NMR using additional knowledge on 1H NMR. While the method was only
trained on pure-component data, it was successfully applied to the analysis of mix-
tures. The second method, which is also provided in the form of an interactive website
(https://www.nmr-fingerprinting.de) enables incorporating knowledge from
13C DEPT NMR spectra, which yield information about the substitution degree of the
carbon atoms. Furthermore, knowledge about the presence of labile protons is included,
further improving the results. Additionally, an automatic workflow for the fully auto-
matic training of the method was introduced by using so-called SMILES arbitrary target
specification (SMARTS) strings that are based on the simplified molecular-input line-
entry system (SMILES) that encodes components using simple text strings. SMARTS
not only enables a rigorous definition of structural groups, it furthermore delivers great
flexibility for adaptation of the methods by introducing new groups or changing existing
ones.

Furthermore, an approach for the rational definition of pseudo-components based on
the group-specific characterization of a mixture was developed. The approach is based
on the measurement of self-diffusion coefficients using 13C PFG NMR. The basic idea
is simple: structural groups that are part of the same molecule should show the same
diffusion behavior. Due to uncertainties in the data, determining the number of pseudo-
components based on such data is still tedious, which is why the unsupervised K-medians

https://www.nmr-fingerprinting.de
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algorithm was used to cluster the structural groups into multiple pseudo-components.
To evaluate the quality of the clustering and find the beforehand unknown number of
pseudo-components, the silhouette score was used, which is a common metric for such
a task and measures the overall consistency of the definition of the pseudo-components.
Information on the self-diffusion coefficients was also used to determine the molar mass
of the pseudo-components.

The developed methods in the thesis enable the thermodynamic modeling of poorly
specified mixtures, which was demonstrated by calculating quantum-chemical descrip-
tors of the unknown part of the mixture as well as activity coefficients. Furthermore,
two processes were simulated here, namely the solvent screening for a poorly specified
mixture that requires modeling liquid-liquid equilibria and open evaporation processes,
for which vapor-liquid equilibria were modeled. For both types of processes, excellent
results were obtained.

The methods developed in the present thesis can be extended in many ways. The
structural groups considered here cover only the elements C, H, and O. Incorporating
additional elements would be highly interesting, but presumably requires additional
data, e.g., from 2D NMR methods like the heteronuclear multiple bond correlation
(HMBC) experiment or information from elemental analysis. However, since there is
no comprehensive database for 2D NMR spectra, synthetic data generation would be
highly needed, e.g., by using DFT calculations of NMR spectra or using machine-learning
methods. Furthermore, the NMR fingerprinting approach and the pseudo-component
method should be unified in future work, to share information among the approaches.

The 13C PFG NMR experiments were performed here with high-field spectrometers.
In future work, mobile benchtop spectrometers could be considered, which are easier
to handle and would facilitate the application of the new framework directly at pro-
cess plants. To compensate for the reduced sensitivity, new PFG NMR methods, e.g.,
based on polarization enhancement nurtured during attached nucleus testing (PEN-
DANT) [97], could be developed and applied. As an alternative, also so-called “pure
shift” NMR methods [134, 135], or more formal “homonuclear broadband decoupling”
methods could be used, which simplify the 1H NMR spectrum by suppressing the mul-
tiplet structure and are therefore particularly interesting to be combined with benchtop
spectrometers in the proposed framework.
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A.1 Experimental Methods

In Table A.1, information on the chemicals for the preparation of the mixtures I-III that
were studied in Chapter 2 (cf. Table 3) is summarized.

Table A.1: Suppliers and purities of chemicals used in Chapter 2. Purities are indicated
as specified by the suppliers.

Chemical Formula Supplier Purity
Acetone C3H6O Fisher Scientific ≥99.98%
Ethyl acetate C4H8O2 Fisher Scientific ≥99.92%
4-Hydroxybenzoic acid C7H6O3 Sigma Aldrich ≥99.00%
Ibuprofen C13H18O2 Sigma Aldrich ≥98.00%
1-Propanol C3H8O Honeywell ≥99.50%
tert-Butylhydroquinone C10H14O2 Merck ≥97.00%
Tetramethylsilane (TMS) C4H12Si Carl Roth ≥99.90%
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A.1.1 Preparation of Samples and Acquisition of NMR Spectra

In the following section, the experimental procedure for the experimental examination
of mixtures I-III are described. Mixture samples were prepared gravimetrically in 20 ml
glass vessels using a balance of Mettler Toledo. The mass of each sample was at about
5 to 11 g. A small amount of tetramethylsilane (TMS) was added to each sample and
used as reference in 13C and 1H NMR spectroscopy. 1 ml of each sample was transferred
to a 5 mm NMR vial. NMR spectra were recorded with a 400 MHz Avance NMR
spectrometer from Bruker utilizing a double resonant probe head. All measurements
were performed at 30○C, since most considered pure component spectra were recorded
at this temperature [49]. 1H NMR spectra were recorded using a flip angle of 10○, a
relaxation delay of 80 s, 8 scans and a bandwidth of about 25 ppm. MNova was used for
automatic baseline and phase correction. Inverse-gated 13C NMR spectra were recorded
with a flip angle of 90○, a relaxation delay of 300 s, 16 scans and a bandwidth of about
250 ppm. Additionally, on the 13C NMR spectra exponential line broadening from
MNova was applied (0.2 Hz). Table 3 gives an overview of the components that make
up the mixtures I-III, their composition, and the structural groups that are present in
the mixtures.

A.1.2 Quantitative Evaluation and Comparison to Ground
Truth

For the quantitative evaluation for the studied mixtures I-III, cf. Table 3, all picked
peaks in the 13C NMR spectrum of each mixture were integrated. By summing up
the areas of all peaks in a section, the area As for each section s was obtained. For
sections in which no peak was picked, As was set to zero. If a single structural group g

was assigned to section s by the group-assignment method, the area As was completely
attributed to the respective group g. Multiple areas As can be attributed to a single
group g, if this group was assigned to multiple sections of the 13C NMR spectrum by
the group-assignment method. By summing up all areas attributed to group g, a total
area Ag for each structural group g was obtained. As each of the considered structural
groups contains exactly one carbon nucleus, the mole fraction xpred

g of each group g

in the mixture as predicted based on the results of the group-assignment method was
calculated by:

xpred
g =

Ag

∑
G
g=1 Ag

(A.1)

where G = 13 is the number of considered structural groups here.

The predicted group mole fractions xpred
g were compared to the true group mole fractions

xg, which were calculated from the known mole fractions xi of the components i of each
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mixture and the known stoichiometry of each component i:

xg =
∑

Nmix
i=1 xi ⋅ νi

g

∑
Nmix
i=1 ∑

G
g=1 xi ⋅ νi

g

(A.2)

where Nmix = 3 is the number of components in the studied (ternary) mixtures and νi
g

denotes the stoichiometric coefficient of group g in component i, cf. Table A.2.

Table A.2: Stoichiometric coefficients νi
g of structural groups g in components i.

Component i Structural group g Stoichiometric coefficient νi
g

Acetone CH3

COket
2
1

Ethyl acetate
CH3

COOR
ROOCHx

2
1
1

4-Hydroxy benzoic acid
CHar

x

RO CHar
x

COOH

5
1
1

Ibuprofen

CH3

CHx

CHAr
x

COOH

3
3
6
1

1-Propanol
CH3

CHx

CHxOH

1
1
1

tert-Butylhydroquinone

CH3

CHx

CHar
x

RO CHar
x

3
1
4
2

A.2 NMR Spectra of Mixtures

In the following, the recorded 13C and 1H NMR spectra of mixtures I-III (cf. Table 3)
are shown. In each spectrum, the peak positions that were used for evaluation of the
proposed methods are flagged. Small peaks that could not be assigned to the main
components of the mixtures (presumably from contaminations of the utilized chemicals)
were not considered. If it was considered helpful, enlarged depictions of relevant regions
of a spectrum are additionally shown, in particular for improved visibility of very broad
peaks.



128 Appendix A Supporting Information for Chapter 2

-0.50.00.51.01.52.02.53.03.54.04.5
δ / ppm

0.
00

0.
89

1.
21

1.
51

1.
97
2.
10

3.
48

3.
91
4.
06

-20020406080100120140160180200220
δ / ppm

30
.5
8

20
6.
33

10
.6
1

64
.2
5

26
.6
2

17
1.
07

20
.7
9

14
.4
7

60
.6
2

0.
00

Figure A.1: 13C and 1H NMR spectra of mixture I (1-propanol, acetone, ethyl acetate),
cf. Table 3. The black line is the baseline of the NMR spectrum. The
peak at 0 ppm belongs to TMS, which was used as reference. Top: 13C
NMR spectrum. Bottom: 1H NMR spectrum.
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Figure A.2: 13C and 1H NMR spectra of mixture II (ibuprofen, acetone, 4-hydroxy
benzoic acid), cf. Table 3. The black line is the baseline of the NMR
spectrum. The peak at 0 ppm belongs to TMS, which was used as ref-
erence. Top: 13C NMR spectrum. Bottom: 1H NMR spectrum. Inset:
enlarged depiction of the region in the 1H NMR spectrum indicated by
the black box.
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Figure A.3: 13C and 1H NMR spectra of mixture III (ibuprofen, acetone, tert-
butylhydroquinone), cf. Table 3. The black line is the baseline of the
NMR spectrum. The peak at 0 ppm belongs to TMS, which was used as
reference. Top: 13C NMR spectrum. Bottom: 1H NMR spectrum. Inset:
enlarged depiction of the region in the 1H NMR spectrum indicated by
the black box.
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A.3 Influence of NMR Spectra Binning on
Validation Score

In the following, the average F macro
1 validation score of the proposed group-identification

method is compared for different discretizations of the NMR spectra, i.e., for different
numbers of sections S

13C and S
1H in which the 13C and 1H NMR spectra, respectively,

are divided (cf. Section 2.2.3). Figure A.4 shows that the F macro
1 validation score is

quite robust and shows similar scores for many combinations of S
13C and S

1H (please
note the narrow scale of the F macro

1 scores). Only for small numbers for S
13C (<18),

slightly lower scores are obtained. The highest average F macro
1 score on the validation

data is achieved with the combination S
13C = 23 and S

1H = 14, which, therefore, were
used to train and evaluate the methods shown in Chapter 2.
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Figure A.4: Dependence of average F macro
1 validation score of the proposed group-

identification method on the number of sections S
13C and S

1H in which the
13C NMR and 1H NMR spectra, respectively, are divided, cf. Section 2.2.3.

A.4 Handling of Special Cases

A.4.1 Classification Scores

The experimental data to train the proposed methods are scarce, i.e., experimental
NMR spectra are only available for a limited number of pure components and, as a con-
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sequence, the number of positive examples for individual structural groups (classes) is
greatly limited. The data set is furthermore extremely heterogeneous, as shown in Fig-
ure 1. The situation is especially challenging for training the group-assignment method,
for which a separate Support Vector Classification (SVC) unit is trained to predict
whether a peak in a specific region of the 13C NMR spectrum indicates the presence
of a specific structural group in the studied sample. In this situation, an appropriate
handling of edge cases is indispensable.
Consider the case that an SVC unit was trained for identification of cyCHx groups in
a specific section S* of the 13C NMR spectrum. It is furthermore considered that at
least some positive examples for cyCHx groups in section S* in the training set such
that the considered SVC unit can be reasonably trained, but no positive example is
available in the test (validation) set. In this case, the SVC unit cannot correctly predict
the presence of a cyCHx group, i.e., TPcyCHx

= 0. Furthermore, the SVC unit cannot
incorrectly predict the absence of a cyCHx group, i.e., FNcyCHx

= 0. In this case, the
recall R is undefined (0/0), cf. Eq. (6). Per default in scikit-learn [55], undefined scores
are set to 0. This is, however, not a good choice here as demonstrated in the following.
In the considered scenario, the SVC unit has two choices if it is applied to a test (vali-
dation) data point: first, it can incorrectly predict the presence of a cyCHx group, i.e.,
FPcyCHx

= 1. In this case, the precision PcyCHx
= 0, cf. Eq. (5), and the recall RcyCHx

is
undefined, cf. Eq. (6). In combination, this yields F1,cyCHx

= 0, which is fair since the
method was wrong. Second, if the SVC unit chooses to correctly predict the absence
of cyCHx groups, i.e., TNcyCHx

= 1, both the precision PcyCHx
and the recall RcyCHx

are undefined, again yielding F1,cyCHx
= 0 if the default settings of scikit-learn [55] are

adopted, even though the SVC unit is correct in this case. Therefore the F1-score was
set to 1 if both P and R are undefined.

A.5 Step-by-step Example for the
Group-assignment Method

In the following, a detailed description of the application of the group-assignment
method to NMR spectra of a mixture is given. This is the most sophisticated of the
described scenarios; a transfer to the application of the group-identification method to
mixture spectra, or of both methods to pure component spectra is straightforward.
The analysis of structural groups of mixtures is harder than the respective task for a
pure component. In mixtures, NMR peaks are frequently subject to influences on their
chemical shift due to intermolecular interactions, especially in 1H NMR spectroscopy;
this may lead to the shift of a specific peak by a few ppm rendering the correct as-
signment of this peak extremely difficult. Additionally, a greater number of different
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structural groups is usually present in mixtures, which may also confuse human NMR
experts. It is referred to mixture I from Chapter 2 (1-propanol, acetone and ethyl ac-
etate, cf. Table 3) as example here to describe the application of the group-assignment
method step-by-step in the following.
The analysis is based on the 13C and 1H NMR spectra of mixture I, which are shown
in Figure A.1. In the first step, automatic phase correction and baseline correction are
performed with MNova and a chemical shift of 0 ppm is assigned to the peak of the NMR
standard TMS. In the second step, the peaks in the NMR spectra are identified. It is
suggested to use a manual peak picking. If an automatic peak picking, e.g., as offered by
the MNova software, is used, a subsequent manual revision is recommended to remove
wrong peaks, e.g., due to small baseline distortions. Moreover, very broad peaks are
often missed by automatic approaches. 13C satellites in the 1H NMR spectrum must not
be considered as peaks and can in most cases be identified easily due to multiplicity and
symmetry to the main peak. Satellites in 13C NMR are mostly not visible (due to very
small intensity) and are also symmetric to the main peak. For singlets, the maxima of
the peak were picked. In the case of two singlets (e.g., cf. Figure A.2), the overlapping
was taken into account for peak picking of the maxima. For multiplets, the mean of the
maxima of the peaks belonging to it was adopted.
In the next step, the input vectors x

13C and x
1H, are defined depending on the iden-

tified peaks in the 13C and 1H NMR spectrum, respectively, as explained in detail in
Section 2.2.3. x

1H is appended to x
13C yielding the final input vector of mixture I,

referred to as xmix,I here. The results for x
13C and x

1H are given in Tables A.3 and A.4,
respectively.



134 Appendix A Supporting Information for Chapter 2

Table A.3: Input vector x
13C for mixture I (cf. Table 3). Ones (zeros) represent the

presence (absence) of peaks in the respective sections of the NMR spectrum,
indicated by the section limits δ

13C. Ns represents the number of peaks
in the respective section. All numbers are obtained from the 13C NMR
spectrum of the mixture, cf. Figure A.1 with S

13C = 23.

δ
13C/ ppm x

13C Ns

<9 0 0
9-18 1 2
18-27 1 2
27-37 1 1
37-46 0 0
46-55 0 0
55-64 1 1
64-73 1 1
73-82 0 0
82-91 0 0
91-100 0 0
100-110 0 0
110-119 0 0
119-128 0 0
128-137 0 0
137-146 0 0
146-155 0 0
155-164 0 0
164-173 1 1
173-183 0 0
183-192 0 0
192-201 0 0
>201 1 1
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Table A.4: Input vector x
1H for mixture I (cf. Table 3). Ones (zeros) represent the

presence (absence) of peaks in the respective sections of the NMR spectrum,
indicated by the section limits δ

1H. All numbers are obtained from the 1H
NMR spectrum of the mixture, cf. Figure A.1 with S

1H = 14.

δ
1H / ppm x

1H

<0.7 0
0.7-1.4 1
1.4-2.1 1
2.1-2.9 0
2.9-3.6 1
3.6-4.3 1
4.3-5.0 0
5.0-5.7 0
5.7-6.4 0
6.4-7.1 0
7.1-7.9 0
7.9-8.6 0
8.6-9.3 0
>9.3 0

From the input vector xmix,I, the values of the decision function ds
g(xmix,I) for all struc-

tural group g / 13C NMR section s combinations are calculated with the (previously
trained) classifier using scikit-learn. The results are shown in Figure A.5. Only the
results for the 13C NMR sections in which at least one peak is observed (cf. Table A.3
and Figure A.1) and only for those structural group/13C NMR section combinations for
which a SVC unit was trained, are shown. ds

g(xmix,I) > 0 indicates that the classifier
detects the respective structural group g in the respective section s of the 13C NMR
spectrum (these combinations are labeled with an asterisk in Figure A.5). However,
as explained in Chapter 2, the decision of the classifier was not simply adopted but
post-processing rules were applied to obtain physically consistent results. In the section
ranging from 55-64 ppm, a ROOCHx and a CHx group are detected by the classifier.
However, in the 13C NMR spectrum, only a single peak is observed in this section, i.e.,
Ns = 1 for this section, cf. Table A.3 and Figure A.1. Since it is rather unrealistic that
the peaks of two different groups appear perfectly congruent in 13C NMR spectroscopy,
the ROOCHx group is accepted as the respective decision function exhibits the largest
value, whereas the CHx group is rejected.
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A.6 Linearly and Non-linearly Separable Data Sets

In the following, a brief overview of linear and non-linear classification problems is given
by considering two different synthetic data sets in two dimensions; multi-dimensional
problems can be considered analogously. Figure A.6 (left) shows an example of a data
set with two classes that can simply be separated by a linear function. In contrast,
Figure A.6 (right) shows a data set that obviously can not be separated reasonably with
a linear function; as explained in detail in Ref. [47], after transformation of the data
with a suitable transformation function ϕ(x), also such data can be separated with a
linear function (which corresponds to a non-linear function in the original space, i.e.
prior to the transformation).

0 5 1 0 1 5 2 00
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1 0

1 5

2 0

0 5 1 0 1 5 2 00

5

1 0

1 5

2 0 C l a s s  A
 C l a s s  B
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 C l a s s  A
 C l a s s  B

x j

x i

Figure A.6: Synthetic data set with two classes. Left: dataset that is perfectly separa-
ble with a linear hyperplane. Right: dataset that is not linearly separable.
Adapted from Ref. [47].

A.7 Performance of the Group-identification
Method for Different Solvents

In this section, the overall F1 test scores of the proposed group-identification method
for the application to pure component spectra, cf. Figure 2, is compared to the respec-
tive F1 test scores that are obtained if only those components are considered as test
data points, of which the NMR spectra were not recorded in CDCl3. The goal here
is to examine whether the group-identification method, which was trained to predomi-
nantly pure component NMR spectra recorded in CDCl3, cf. Tables A.5, shows a lower
performance if the structural groups are predicted from NMR spectra recorded with a
different solvent. Since the NMR spectra of only 92 components were measured in other
solvents, only scores of those structural groups with at least 10 examples were compared
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to obtain a reasonable sample size. The results are depicted in Figure A.7 and show
that most structural groups show similar performance irrespective of whether the NMR
spectra were recorded with CDCl3 or other solvents. Surprisingly, the F1 score for the

0 1 0 0 2 0 0 3 0 0 4 0 0 5 0 0 6 0 0 7 0 00 . 6 0
0 . 6 5
0 . 7 0
0 . 7 5
0 . 8 0
0 . 8 5
0 . 9 0
0 . 9 5
1 . 0 0  A l l  s o l v e n t s

 O t h e r  t h a n  C D C l 3

N g

F 1,
g

C H 3

C H x

c y C H x

C H x O H

C H a rx =
R O - C H a rx =

C O O H

Figure A.7: F1 test scores of the group-identification method for the considered struc-
tural groups g and the NMR spectra of the considered pure components.
Ng denotes the number of pure components in the data set in which the
respective structural group g is present.

COOH group is even higher if only solvents other than CDCl3 are considered, although
one could expect some deterioration due to shifting proton peaks depending on the sol-
vents. Overall, the group-identification method is found to be rather robust towards
different solvents with which NMR spectra are recorded. However, as the sample size is
rather small and solvent effects can, in general, have a strong influence on peaks in NMR
spectroscopy, these results should be treated with caution. The additional integration
of information on the solvent in future work might significantly improve the reliability
of the methods for different solvents.

A.8 Additional Results of the Group-assignment
Method

In the following, additional results for the application of the group-assignment method
using the post-processing rules, cf. Section A.5 and Section 2.2.5.3, to unknown samples
are shown. In Figures A.8-A.10, results for pure components are shown. All components
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considered here were not included in the training set of the method. Furthermore, the
method was only trained to components up to 160 g mol−1, cf. Section 2.2, whereas
all components considered here have a greater molar mass (up to 306 g mol−1). In
Figure A.11, results for three additional mixtures are shown. Surprisingly, also for
the aqueous mixtures (middle and bottom panel) good predictions are found, although
considerable shifting of peaks can be expected. This clearly demonstrates the robustness
of the proposed approach.
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Figure A.8: Prediction of structural groups in pure components and assignment to
sections in the 13C NMR spectrum with the group-assignment method.
Green areas indicate correct predictions, orange areas indicate mis-
takes. Top: isopentyl dodecanoate (1677), M = 270.4 g mol−1. Mid-
dle: (+)-camphoric acid (6794), M = 200.2 g mol−1. Bottom: p-
(pentyloxycarbonyloxy)benzoic acid (7220), M = 252.3 g mol−1. The
number in parentheses refers to the SDBS No. of the component in the
database.
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Figure A.9: Prediction of structural groups in pure components and assignment to sec-
tions in the 13C NMR spectrum with the group-assignment method. Green
areas indicate correct predictions, orange areas indicate mistakes. Top: o-
(bis(p-hydroxyphenyl)methyl)benzyl alcohol (7550), M = 306.3 g mol−1.
Middle: 4-biphenylcarbaldehyde (10910), M = 182.2 g mol−1. Bottom:
all-trans-retinoic acid (21421), M = 300.4 g mol−1. The number in paren-
theses refers to the SDBS No. of the component in the database.
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Figure A.10: Prediction of structural groups in pure components and assignment to
sections in the 13C NMR spectrum with the group-assignment method.
Green areas indicate correct predictions, orange areas indicate mis-
takes. Top: 5,6,7-trimethoxy-3,4-dihydro-2-naphthoic acid (23750),
M = 264.3 g mol−1. Middle: 2-phenoxyethyl isobutyrate (52352),
M = 208.2 g mol−1. Bottom: ethyl trans-3-octenoate (52736),
M = 170.2 g mol−1. The number in parentheses refers to the SDBS
No. of the component in the database.
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Figure A.11: Prediction of structural groups in mixtures and assignment to sec-
tions in the 13C NMR spectrum with the group-assignment method.
Green areas indicate correct predictions, orange areas indicate mis-
takes. Top: 4-hydroxybenzoic acid (0.026 mol mol−1) + 1-propanol
(0.616 mol mol−1) + acetone. Middle: 2-propanol (0.025 mol mol−1) +
acetone (0.037 mol mol−1) + water. Bottom: ethanol (0.042 mol mol−1)
+ cyclohexanone (0.005 mol mol−1) + water. The water peak was ig-
nored for evaluation of the aqueous spectra.
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A.9 Information on Studied Pure Components

A.9.1 Priority Rules for Structural Group Division

In the following, the priority rules that were applied during the manual division of the
considered components into structural groups are described, which were necessary in a
few cases. The carbon in CHxO is labeled as such, even if it is bound to a hydroxyl
group or carbon next to an ester. The carbon in the RO CHar

x group is labeled as
such, even if the carbon is bound to another group, e.g., a CHxO or ROOCHx group.

A.9.2 Division of All Considered Pure Components

In Table A.5, all pure components that are considered in Chapter 2 are listed. Fur-
thermore, the solvents for which the 13C / 1H NMR spectra of each component were
recorded and the structural groups (according to the group division scheme, cf. Table 1)
in each component are specified. It is noted that Table A.5 does not represent the stoi-
chiometry of the components as only indicators of whether a structural group is part of
the component or not are given; no quantitative information is included in Table A.5. If
NMR spectra of a component were available for different solvents, the spectrum obtained
with CDCl3 was used, which was the case for most components. If no spectrum of the
component in CDCl3 was available, the first in the list of the SDBS database [49] was
used. Additionally, if the component contains a carboxyl group (COOH), the presence
of its characteristic peak in the 1H NMR spectrum (usually >10 ppm) was checked; if
it was not present in the spectrum, another spectrum obtained with another solvent in
which the peak was present, or if this was not possible, the component was omitted.
In a few cases, for some carbons of a component, no chemical shifts were reported, in
that case, the component was not considered. The data were collected in January and
February 2020.
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B Supporting Information for
Chapter 3

B.1 Data

B.1.1 Processing of Pure-component Spectra

The raw data were downloaded from the NMRShiftDB data bank [66, 136] and the
Biological Magnetic Resonance Data Bank (BMRB) [67, 137], whereby the format of
the retrieved data was different as described in the following.

B.1.1.1 NMRShiftDB

The NMRShiftDB data bank [66] reports the raw data in a so-called structural data file
(.sdf) [138], from which individual files in the NMReData format [139] were retrieved
using RDKit [70]. Specifically, each NMReData file contains a component-specific ID
(“MoleculeID”), a molfile (.mol) (including information about the atoms, bonds, connec-
tivity, and coordinates of the respective component), and the assignment of the chemical
shifts of the peaks in the NMR spectrum to individual atoms of the component. The
assigned chemical shifts of all carbon and proton peaks were extracted from the NMRe-
Data file of each component. If multiple chemical shifts for the same atom were given in
one NMReData file, the arithmetic mean of the shifts is used. If, furthermore, multiple
NMReData files for the same component (same MoleculeID) were available, again, the
arithmetic mean was used for averaging the chemical shifts.

B.1.1.2 BMRB

The BMRB database [67] reports the data in experimental sets (“bmsexxxxxx”), where
“xxxxxx” is a 6-digit numerical identifier of the experimental set. Experimental sets
were downloaded from the file transfer protocol (FTP) server [137]. Duplicate experi-
mental sets for the same component were discarded, and only the first experimental set
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(corresponding to a lower 6-digit identifier) was kept. Duplicates were identified based
on the simplified molecular-input line-entry system (SMILES) of the components. The
experimental sets include, among other information that was not used here, a file in the
NMRStar format [140], which was processed with the NMRPystar package [141], and a
molfile for the component.

In most cases, the NMRStar file included an “atom label assignment tool using INCHI
string” (ALATIS) [142] as identifier for the component, which is based on the inter-
national chemical identifier (INCHI) format [143] and, in addition, NMR spectroscopic
information. Each ALATIS was then converted into a molfile by RDKit [70]. In very few
cases, the ALATIS was missing. In these cases, the additionally downloaded molfile was
used if the keyword “alatis” appeared in the header to ensure a consistent numbering of
the atoms [142]; otherwise, the experimental set was discarded.

Subsequently, the chemical shifts of all carbon and proton atoms in one NMRStar file
were extracted and arithmetically averaged if multiple shifts for the same atom were
reported.

B.1.2 Further Processing Steps

Only data of components composed exclusively of the elements C, H, and O were kept
since the structural groups considered in Chapter 3 are only made up of these elements,
cf. Table 4. Furthermore, only components for which spectra of both 1H and 13C were
available were adopted for the data set. In an additional step, the chemical shifts of all
peaks of labile protons, i.e., protons that are directly bonded to oxygen, were discarded.

All carbon atoms were then assigned to one structural group by comparing the SMARTS
string against the molfiles of the components by RDKit [70]. Only components in which
each carbon atom could be assigned to one of the considered structural groups were kept.
Carbon atoms to which a structural group was assigned but for which no chemical shift
is reported were ignored in the generation of the input and output data. Additionally,
some spectra were identified as erroneous and removed during manual consideration. A
typical example for this case is that an unusual chemical shift for a structural group is
observed, e.g., caused by miss-assignments of chemical shifts to the wrong atom.

The substitution degree of each carbon atom in a component was determined by RD-
Kit [70] using the molfile of the respective component, i.e., to classify it as primary (3
bonded protons), secondary (2 bonded protons), tertiary (1 bonded proton), or quater-
nary (no bonded proton).

The final data set containing data from both data banks was finally merged with a
priority on the NMRShiftDB; duplicate components from the BMRB were identified by
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comparing the SMILES of the components. The input and output vectors were finally
generated as described in Chapter 3.

B.2 Data Overview by Consideration of
Substitution Degrees of Carbon Atom

Figure B.1 indicates the frequency of the 13 distinguished structural groups in the con-
sidered components and also in which sections of the 13C NMR spectrum the respective
peaks appear. In contrast to Figure 9, the data is subdivided here based on the substi-
tution degree of the respective carbon atom.
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Figure B.1: Positions of the peaks of the 2839 components from the data set in the
13C NMR spectrum for different substitution degrees (P, S, T, Q) of the
carbon atoms. The color code and the numbers inside the cells denote
N s

g , which is the number of components that contain the structural group
g (row) that induces a peak in the section s of the spectrum (column).
White cells refer to N s

g = 0.
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B.3 Modeling and Computational Details

A non-linear soft-margin support vector classification (SVC) approach was used in the
present thesis, which a priori contains one hyperparameter C that controls the penalty
term in the SVC optimization problem for misclassified training data points [47]. The
non-linearity was introduced here by using the radial basis function (RBF) kernel,
cf. Eq. (3), which results in an additional hyperparameter γ.

In general, binary SVCs for combinations of structural groups and sections in the 13C
NMR spectrum were trained in the present thesis, which predict the presence or absence
of the respective structural group in the respective section of the NMR spectrum. The
training of the SVCs itself was done using scikit-learn [55] using a tolerance of 10−4 and
using the option of balanced class weighting to account for label imbalances. Only for
those structural groups that can, in principle, based on the training set, show peaks
in the respective section of the 13C NMR spectrum, a binary SVC was trained. Prior
to training the SVCs, a zero-variance filter [55] was applied to the respective training
data set to remove entries in the input vector (corresponding to sections s in the binned
NMR spectra) that did not show any variance in the whole training data set. This was
typically the case for sections s in the 13C NMR spectrum in which, in general, no peaks
associated with carbons with a specific substitution degree are present, e.g., the peaks
of primary carbon atoms were exclusively observed at chemical shifts ranging from 0-70
ppm in the 13C NMR spectrum.

Nested cross-validation (CV) [54] was carried out to determine the generalization error
of the method by ensuring that the test set, which is built in the outer loop of the CV,
is neither used for training the method nor for optimizing the hyperparameters. An
outer loop with 10 folds was chosen here, whereas the hyperparameters were optimized
in an inner loop with 5 folds. The different folds were built using the learning library
scikit-multilearn [57] that uses the multi-label data stratification technique based on
Ref. [58] to reduce imbalances between classes in the different folds.

In the inner loop of the nested CV, the hyperparameters C and γ were optimized
using a Bayesian optimization approach with the scikit-optimize toolbox [72] and built-
in function “BayesSearchCV” with 100 iterations and a hyperparameter range of 10−4

to 104 for C and 10−5 to 101 for γ; the target was thereby to maximize the F macro
1

score averaged (by the arithmetic mean) over the validation set of the five inner folds.
The F macro

1 is the arithmetic mean over all F1,g scores of all groups g in the respective
section with at least 10 positive examples in the outer loop, cf. Figure 10. In the
default scikit-learn setting, the F1,g score is set to zero if it is ill-defined, i.e., when
there are no predicted labels for class g and no true positives for class g, for details
see the documentation of scikit-learn [144] and Section A.4.1. The behavior is changed
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by setting the “zero-divison” to 1, i.e., if the SVC correctly predicts the absence of
class g (true negative), the F1,g score is set to 1. To further improve the robustness
of the algorithms, the data set in the inner loop of the CV was augmented as follows:
first, binary combinations of all data points in the inner loop were generated by the
addition of the input and output vectors of the respective pure components, resulting
in Ninner(Ninner − 1)/2 synthetic binary mixtures, where Ninner is the number of pure-
component data points in the inner loop. From this combination list, Ninner/2 samples
were randomly chosen and appended to the data set in the inner loop. After the optimal
hyperparameters in the inner loop were found, the method was trained with all data
from the inner loop and applied to the test data that were held back in the outer loop.

The same settings as described above were applied for training the final method for
the application to the mixture spectra. For the training and optimization of the final
method, the outer loop was not needed, and the data set was split into 90% training set
(for training the SVCs) and 10% validation set (for optimization of hyperparameters).
The process was repeated ten times so that each data point was exactly once in the
validation set. Note that also in the training of the final method, only F1,g scores of
all groups g in the respective section with at least 10 positive examples were taken into
account to build the F macro

1 , cf. Figure 10.

After the training, the decision function of a sample x∗ can be calculated for each group
g in each section s as:

ds
g(x

∗) = ∑
i∈SV
(yi ⋅ αi)

s
gKs

g(xi, x∗) + bs
g (B.1)

where the sum is over all support vectors (SV), i.e., those training data points for which
the dual coefficients (αs

i,g) are unequal to zero, and bs
g is the offset [47, 144]. Ks

g is
the RBF kernel for structural group g in section s of the binned 13C NMR spectrum,
cf. Eq. (3). Note that the hyperparameter γ in the RBF kernel is the same for all groups
in one section. The interested reader can find an extensive description of the theory of
SVC in Ref. [47].

B.3.1 Application of Method to Mixture Data

For the application of the SVC to experimental spectra of mixtures, the following heuris-
tic was applied to ensure that to each peak p in the decoupled 13C NMR spectrum of
a mixture, exactly one structural group was assigned: for each peak p in the spectrum,
the structural group with the highest value of the decision function in the respective
section (in which peak p appears) was assigned. Thereby, also the information on the
substitution degree was taken into account. For instance, if for a specific peak p∗ in
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section s the CH3 group has the highest value of the decision function but the 13C
DEPT NMR experiments reveal that the associated structural group does not contain
a primary carbon atom, the CH3 group was not assigned (but the structural group with
the highest value of the decision function among all groups that complied with the in-
formation on the substitution degree). This unique assignment of structural groups to
peaks in the 13C NMR spectrum also facilitates the retrieval of quantitative information
about structural groups by integration of the peaks.

B.4 Experimental Methods

In Table B.1, information on the chemicals used for the preparation of the mixtures I-IV
that were studied in Chapter 3, cf. Table 5, is summarized.

Table B.1: Suppliers and purities of chemicals used in Chapter 3. Purities are indicated
as specified by the suppliers.

Chemical Formula Supplier Purity
Acetone C3H6O Sigma Aldrich ≥99.90%
Butanal C4H8O Sigma Aldrich ≥99.50%
2-Butanone C4H8O Sigma Aldrich ≥99.70%
Cyclohexanone C6H10O Sigma Aldrich ≥99.80%
Deuterium oxide D2O Cambridge Isotope Laboratories ≥99.50%
1,4-Dioxane C4H8O2 Sigma Aldrich ≥99.80%
Ethyl acetate C4H8O2 Sigma Aldrich ≥99.50%
Malic acid C4H6O5 Sigma Aldrich ≥99.20%
1-Propanol C3H8O Honeywell ≥99.50%
1-Octanol C8H18O Merck ≥99.00%
Oleic acid C18H34O2 Alfa Aesar ≥94.00%
Tert-butylhydroquinone C10H14O2 Merck ≥97.00%
Tetramethylsilane (TMS) C4H12Si Sigma Aldrich ≥99.90%
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B.4.1 Preparation of Samples and Acquisition of NMR Spectra

Samples of mixtures I-IV were prepared gravimetrically in 20 ml glass vessels using a
balance of Mettler Toledo XS603S Delta Range with an accuracy of ±0.001 g. The mass
of each sample was about 10 g. A small amount of 1,4-dioxane was added to the samples
of mixtures I and II and used as a reference in 13C and 1H NMR spectroscopy. To the
samples of mixtures III and IV, a small amount of tetramethylsilane (TMS) was added
and used as a reference in 13C and 1H NMR spectroscopy, respectively. Approx. 0.7 ml
of each sample was transferred to a 5 mm NMR vial.

NMR spectra were recorded with an 80 MHz (proton frequency) Spinsolve Carbon NMR
spectrometer from Magritek (Aachen, Germany). All measurements were performed at
28.5○C, resembling the internally set operating temperature of the NMR spectrometer.
1H NMR spectra were recorded using a flip angle of 90○, a relaxation delay of 60 s, 16
scans, an acquisition time of 6.4 s, and a bandwidth of about 20 ppm. 1H decoupled
13C NMR spectra for the aqueous mixtures I and II were recorded with a flip angle of
45○, a relaxation delay of 15 s, 2048 scans, an acquisition time of 3.2 s and a bandwidth
of about 320 ppm using nuclear Overhauser effect (NOE) enhancement. 1H decoupled
13C NMR spectra for the organic mixtures III and IV were recorded with a flip angle of
90○, a relaxation delay of 120 s, an acquisition time of 3.2 s, 256 scans, and a bandwidth
of about 320 ppm. Additionally, on the 13C and 1H NMR spectra of all mixtures,
exponential line broadening from MNova with 1.0 Hz was applied. Furthermore, 13C
DEPT NMR spectra were recorded with pulse angles of 45○, 90○, and 135○, a relaxation
delay of 30 s, an acquisition time of 3.2 s, 256 scans and a bandwidth of about 320 ppm.
All DEPT spectra were processed using MNova, whereby an exponential line broadening
of 0.2 Hz was applied.

MNova was used for automatic baseline and phase correction. Then, the automatic peak
picking available in MNova was applied to identify the peaks in the spectra, whereby
artifacts were manually removed. Additionally, DEPT 45 spectra were used to determine
peaks barely visible in the standard 13C spectrum.

B.4.2 Determination of Substitution Degree

The substitution degree of each carbon atom was determined using the DEPT 90,
DEPT 135, and standard 13C NMR spectra. Primary, secondary, and tertiary carbon
atoms were assigned using the standard phase angle behavior of such peaks in DEPT
spectra [25]. Primary carbon atoms show almost no peak in DEPT 90 spectra and a
positive peak in DEPT 135 spectra. In contrast, secondary carbon atoms show a nega-
tive peak in DEPT 135 spectra. Only tertiary carbon atoms show a peak in DEPT 90
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spectra. Since quaternary carbon atoms show no peak in either of the DEPT spectra,
they could easily be determined by comparison to the standard 13C NMR spectra.

B.4.3 Determination of Labile Protons

To demonstrate the detection of labile protons, 1H-13C heteronuclear single quantum
coherence (HSQC) NMR experiments were carried out on a 60 MHz (proton frequency)
Spinsolve Carbon benchtop NMR spectrometer from Magritek for the organic mixtures.
HSQC multiplicity-edited spectra of both organic mixtures were recorded with 16 scans,
512 steps, and a repetition time of 3 seconds. To reduce the measurement time, non-
uniform sampling (NUS) with a density of 25% was applied. The HSQC spectra were
phase-corrected and aligned to the TMS reference peak in the 1H-13C dimensions. 1H-
13C HSQC experiments show carbon-proton single bond correlations, so labile protons
that are directly bonded to oxygen should, in principle, show no correlation with any
carbon in the sample [25]. In some cases, there might be a residual peak that, however,
shows a much weaker correlation than the peak resembling the direct connection between
the proton and a carbon. By comparison to the respective 1D NMR spectra, peaks in
the 1H dimension showing no or little correlation to the 13C dimension in the HSQC
spectrum were labeled as labile. Figure B.2 shows the HSQC spectrum of mixture IV as
an example. Here, for each proton peak that is directly bonded to a carbon, a correlating
carbon peak in the 13C NMR spectrum can be observed. Only the proton peak at 11.8
ppm shows no correlation and is therefore labeled as a labile proton.
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Figure B.2: 1H-13C HSQC spectrum of mixture IV with 1H NMR as horizontal and
the 13C NMR as vertical dimension. The labile proton shown at 11.8 ppm
in the 1H NMR spectrum is marked with a magenta line. The projected
spectra at the left and the top are 1D NMR spectra of the mixtures.
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B.4.4 Quantitative Evaluation and Comparison to Ground
Truth

Since NOE-enhancement was applied during the recording of the spectra of the aque-
ous mixtures I and II, no quantitative evaluation was possible. The application of
NOE-enhancement was inevitable due to the low concentration of the mixtures and the
otherwise extremely long measurement times necessary for 13C detection. For the quan-
titative evaluation of the studied organic mixtures III and IV, cf. Table 5, the peak
fitting method implemented in MNova (global spectral deconvolution) was applied to
determine the area of the peaks. By summing up the areas of all peaks belonging to
group g, a total area Ag was obtained. As each of the considered structural groups
contains exactly one carbon nucleus, the mole fraction xpred

g of each group g in the mix-
ture as predicted based on the results of the developed method was calculated by using
Eq. (A.1).

The predicted group mole fractions xpred
g were compared to the true group mole fractions

xg, which were calculated from the known mole fractions xi of the components i in each
mixture and the known stoichiometry of each component i by using Eq. (A.2).
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Table B.2: Stoichiometric coefficients νi
g of structural groups g in components i.

Component i Structural group g Stoichiometric coefficient νi
g

Acetone CH3

COket
2
1

Butanal
CH3

CHx

COald

1
2
1

2-Butanone
CH3

CHx

COket

2
1
1

Cyclohexanone cyCHx

COket
5
1

Ethyl acetate
CH3

COOR
ROOCHx

2
1
1

Malic acid
CHx

CHxOH
COOH

1
1
2

1-Propanol
CH3

CHx

CHxOH

1
1
1

1-Octanol
CH3

CHx

CHxOH

1
6
1

Oleic acid

CH3

CHx

CHx

COOH

1
14
2
1

Tert-butylhydroquinone

CH3

CHx

CHar
x

RO CHar
x

3
1
4
2
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B.5 NMR Spectra of Mixtures

In the following, the recorded 13C and 1H NMR spectra of mixtures I-IV (cf. Table 5)
are shown. In general, the water peak was ignored for the evaluation. For the method
described in Chapter 3, chemical shifts of labile protons were furthermore ignored and
only used for the variant described in Section B.6. Small peaks that could not be
assigned to the main components of the mixtures (presumably from contaminations of
the utilized chemicals) were not considered. Additionally, the recorded DEPT spectra
with phase angles of 45○, 90○, and 135○ of mixtures I-IV are shown.
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Figure B.3: 1H and 13C NMR spectra of mixture I (2-butanone, ethyl acetate, water),
cf. Table 5. The peak at 67.2 ppm in the 13C and at 3.75 ppm in the 1H
NMR spectrum belongs to 1,4-dioxane, which was used as reference [145].
Top: 1H NMR spectrum. Bottom: 13C NMR spectrum.
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Figure B.4: 1H and 13C NMR spectra of mixture II (cyclohexanone, malic acid, 1-
propanol, water), cf. Table 5. The peak at 67.2 ppm in the 13C and at
3.75 ppm in the 1H NMR spectrum belongs to 1,4-dioxane, which was
used as reference [145]. Top: 1H NMR spectrum. Bottom: 13C NMR
spectrum.
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Figure B.5: 1H and 13C NMR spectra of mixture III (1-octanol, tert-
butylhydroquinone), cf. Table 5. The peak at 0 ppm belongs to
TMS, which was used as reference. Top: 1H NMR spectrum. Bottom:
13C NMR spectrum. The peak at 29.72 ppm in the 13C NMR spectrum
was ignored for the quantitative evaluation, since no meaningful peak
area could be determined. The peaks at 4.99-5.10 ppm and 7.99/8.60
ppm in the 1H NMR spectrum are classified as stemming from labile
protons.
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Figure B.6: 1H and 13C NMR spectra of mixture IV (acetone, butanal, oleic acid),
cf. Table 5. The peak at 0 ppm belongs to TMS, which was used as
reference. Top: 1H NMR spectrum. Bottom: 13C NMR spectrum. The
peak at 11.70 ppm in the 1H NMR spectrum is classified as stemming
from labile protons.



Appendix B Supporting Information for Chapter 3 223

-101030507090110130150170190210230
 / ppm

1

2

3

Figure B.7: 13C DEPT NMR spectra of mixture I (2-butanone, ethyl acetate, water),
cf. Table 5. The peak at 67.2 ppm in the 13C belongs to 1,4-dioxane,
which was used as reference. Top: DEPT spectrum with 135○ phase angle.
Middle: DEPT spectrum with 90○ phase angle. Bottom: DEPT spectrum
with 45○ phase angle.
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Figure B.8: 13C DEPT NMR spectra of mixture II (cyclohexanone, malic acid, 1-
propanol, water), cf. Table 5. The peak at 67.2 ppm in the 13C belongs
to 1,4-dioxane, which was used as reference. Top: DEPT spectrum with
135○ phase angle. Middle: DEPT spectrum with 90○ phase angle. Bottom:
DEPT spectrum with 45○ phase angle.
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Figure B.9: 13C DEPT NMR spectra of mixture III (1-octanol, tert-
butylhydroquinone), cf. Table 5. The peak at 0 ppm in the 13C
belongs to TMS, which was used as reference. Top: DEPT spectrum
with 135○ phase angle. Middle: DEPT spectrum with 90○ phase angle.
Bottom: DEPT spectrum with 45○ phase angle.
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Figure B.10: 13C DEPT NMR spectra of mixture IV (acetone, butanal, oleic acid),
cf. Table 5. The peak at 0 ppm in the 13C belongs to TMS, which was
used as reference. Top: DEPT spectrum with 135○ phase angle. Middle:
DEPT spectrum with 90○ phase angle. Bottom: DEPT spectrum with
45○ phase angle.

B.6 Additional Results for Variant of Method
without Information about Labile Protons

B.6.1 Prediction of Structural Groups from Pure-component
Spectra

Figure B.11 shows results for the F1 score for the prediction of structural groups based
on pure-component spectra obtained with a variant of the NMR fingerprinting method
that does not use prior information about the presence or absence of labile protons.
For most group/section combinations, similar results as with the method presented in
Chapter 3, which uses information on the presence or absence of labile protons, are
obtained; slightly worse results are found for the COOH and CHxOH groups, which
could be expected as those groups contain labile protons.
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Figure B.11: F1 test scores (indicated by the color code) of a variant of the NMR
fingerprinting method, which does not use prior information about the
presence or absence of labile protons, for structural groups g and sections
s of the 13C NMR spectra of the pure components in the data set. The
numbers inside the cells indicate the number of components N s

g in the
data set that contain the respective structural group g (row) inducing
a peak in the respective section s of the 13C NMR spectrum (column).
White cells indicate group/section combinations with N s

g = 0, shaded
cells with N s

g < 10.

B.6.2 Prediction of Structural Groups from Mixture Spectra

In the following, results for the application of the variant that does not use knowledge
about the presence/absence of labile protons on mixture spectra are presented. Conse-
quently, peaks stemming from labile protons were not ignored in the input vector here.
In Figure B.12, the results for mixture I are shown, which are identical to the results
presented in Figure 11. Figure B.13 shows the respective results for mixture II, in con-
trast to the results shown in Figure 12, the COOH group was misinterpreted as a COOR
group. In Figures B.14-B.15, the results for applying the variant to mixtures III and
IV are shown, respectively. In contrast to the results for mixture III in Figure 13, here
the CHar

x and RO CHar
x group is confused with the CHx group in all cases, except

for the peak at 137.27 ppm. This is presumably because peaks stemming from labile
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protons are located at 4.99, 5.04, and 5.10 ppm, which fall in the characteristic region
of the CHx group, cf. Figure 10. In mixture IV the COOH group is misinterpreted as
CHx group here, cf. Figure 14.
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Figure B.12: Results of the application of a variant of the NMR fingerprinting method,
which does not use prior information about the presence or absence of
labile protons, for the prediction of structural groups and their assign-
ment to peaks in the 13C NMR spectrum of mixture I (cf. Table 5).
Green color indicates correct predictions. On the x-axis, the positions of
all peaks in the 13C NMR spectrum of the mixture are indicated.
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Figure B.13: Results of the application of a variant of the NMR fingerprinting method,
which does not use prior information about the presence or absence of la-
bile protons, for the prediction of structural groups and their assignment
to peaks in the 13C NMR spectrum of mixture II (cf. Table 5). Green
color indicates correct predictions and orange color indicates mistakes.
On the x-axis, the positions of all peaks in the 13C NMR spectrum of
the mixture are indicated.
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Figure B.14: Results of the application of a variant of the NMR fingerprinting method,
which does not use prior information about the presence or absence of la-
bile protons, for the prediction of structural groups and their assignment
to peaks in the 13C NMR spectrum of mixture III (cf. Table 5). Green
color indicates correct predictions and orange color indicates mistakes.
On the x-axis, the positions of all peaks in the 13C NMR spectrum of
the mixture are indicated.
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Figure B.15: Results of the application of a variant of the NMR fingerprinting method,
which does not use prior information about the presence or absence of la-
bile protons, for the prediction of structural groups and their assignment
to peaks in the 13C NMR spectrum of mixture IV (cf. Table 5). Green
color indicates correct predictions and orange color indicates mistakes.
On the x-axis, the positions of all peaks in the 13C NMR spectrum of
the mixture are indicated.
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C Supporting Information for
Chapter 4

C.1 Experimental Methods

C.1.1 Chemicals

Deionized and purified water, which was used as solvent for all test mixtures studied in
Chapter 4, was produced with a purification system of Merck Millipore (Elix Essential
5). In Table C.1, information on the other chemicals used for the preparation of these
mixtures is summarized.

Table C.1: Suppliers and purities of the chemicals used in Chapter 4. Purities are
indicated as specified by the suppliers.

Chemical Formula Supplier Purity
acetone C3H6O Fisher Scientific ≥99.80%
acetic acid C2H4O2 Carl Roth ≥99.80%
acetonitrile C2H3N Fisher Scientific ≥99.90%
ascorbic acid C6H8O6 Carl Roth ≥99.00%
1,4-butanediol C4H10O2 Sigma Aldrich ≥99.00%
citric acid C6H8O7 Carl Roth ≥99.50%
cyclohexanone C6H10O Sigma Aldrich ≥99.80%
1,4-dioxane C4H8O2 Sigma Aldrich ≥99.80%
glucose C6H12O6 Carl Roth ≥99.50%
malic acid C4H6O5 Sigma Aldrich ≥99.00%
1-propanol C3H8O Honeywell ≥99.50%
2-propanol C3H8O Merck ≥99.90%
TMSP-d4 NaC6H9D4O2Si Sigma Aldrich ≥98.00%
xylose C5H10O5 Alfa Aesar ≥98.00%
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C.1.2 NMR Analysis

C.1.2.1 Sample Preparation and NMR Spectroscopy

Samples of test mixtures (>20 g) were prepared gravimetrically in glass vessels using a
balance of Mettler Toledo with an accuracy of ±0.001 g. Approximately 1 ml of each
sample was transferred to a 5 mm NMR tube. All NMR experiments were carried
out at 25○C with a 400 MHz Avance NMR spectrometer from Bruker with a Double
Resonance Broad Band CryoProbe. The temperature control of the spectrometer was
calibrated against a platinum resistance thermometer. The absolute uncertainty of the
temperature is estimated to be lower than 1 K for the NMR experiments.

Quantitative inverse gated 1D 13C NMR spectra, with a flip angle of 90○, a relaxation
delay of 185-200 s, 64-128 scans, a maximum acquisition time of 15.33 s, and a maximum
bandwidth of 250 ppm were recorded. Inverse gated 13C distortionless enhancement by
polarization transfer (DEPT) 90/135 NMR spectra were recorded with a relaxation
delay of 60-200 s, 4-32 scans, a maximum acquisition time of 15.33 s, and a maximum
bandwidth of 250 ppm. An additional quantitative inverse gated 1D 13C NMR spectrum
with the same number of scans was recorded. A one-bond proton-carbon coupling
constant 1JCH of 145 Hz that determines the specific delay in the DEPT experiment
was chosen (for further details, see, e.g., Ref. [69]). All chemical shifts are referenced to
the shift of sodium 3-(trimethylsilyl)tetradeuteriopropionate (TMSP-d4) by recording
an additional 13C NMR spectrum with a small amount of TMSP-d4 after all other NMR
experiments were carried out. Automatic baseline and phase correction was applied with
MestReNova before the manual peak integration was done. In most cases, the relative
error compared to the true composition was smaller than 5%.

C.1.2.2 PFG NMR Spectroscopy

Self-diffusion coefficients in the studied mixtures were measured at 25○C with the same
instrument that was used for the acquisition of the 1D NMR spectra as described above.
For recording the 13C pulsed-field gradient (PFG) NMR spectra, a stimulated echo
sequence with bipolar pulsed gradients similar to the one in Refs. [81, 82] was applied.
In contrast to Refs. [81, 82], the decoupler was additionally turned on for a maximum
of 7 s prior to the stimulated echo sequence here to obtain an enhancement of the 13C
peaks based on the nuclear overhauser effect (NOE), that does not sacrifice the peaks
of quaternary carbons [146]. For each mixture, seven PFG measurements with varying
gradient strength G ranging from 2.55 to 48.46 G cm-1 (in equal steps of G2) were
performed; the diffusion of the components thereby causes an attenuation of the peaks,
from which the self-diffusion coefficient can be calculated [147], cf. Eq. (9). The diffusion
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time ∆ was chosen as 50 ms for all measurements, and τ was 218.4 µs. The gradient
pulse duration δ was adjusted to the respective sample and was between 5.4 and 7.0 ms.
A relaxation delay of 100-158 s, 40-120 scans, a maximum acquisition time of 18.42 s,
and a maximum bandwidth of 250 ppm was chosen. Automatic baseline and phase
correction, peak alignment, and exponential line broadening of 1 Hz were applied with
MestReNova. The peak heights needed in Eq. (9) were also evaluated by MestReNova.

C.2 Distinction between Substitution Degrees with
DEPT NMR

By using different pulse angles, the DEPT experiments enable the differentiation of
basically all substitution degrees of carbon nuclei, i.e., primary, secondary, tertiary,
and quaternary ones, because they show, depending on the combination of pulse angle
and substitution degree, either positive or negative enhancements of their peaks, or are
(almost) completely suppressed from the spectrum [69].

The distinction between primary, secondary, tertiary, and quaternary carbons was made
as follows: quaternary carbons could easily be identified as they, in theory, do not show
any peaks in conventional DEPT NMR spectra but only in the quantitative 13C NMR
spectrum. However, since, in practice, a small residual peak of quaternary carbons is
usually detected also in DEPT spectra, a quantitative 13C NMR spectrum with the same
number of scans as the respective DEPT spectra as a reference for deciding whether a
peak is “present” or “absent” in the DEPT spectra was used. In all cases here, the
area of the residual peak of a quaternary carbon in the DEPT spectra was negligible
compared to the area of the respective peak in the quantitative 13C NMR spectrum.

Subsequently, the other types of carbons could also be distinguished in a straightforward
manner: secondary carbons are the only type that shows negative peaks in DEPT 135
spectra. Primary and tertiary carbons can then be distinguished based on DEPT 90
spectra, where primary carbons should, in theory, show no peak; however, due to the
appearance of residual peaks in practice, the ratio of the areas of the respective peaks in
the DEPT 90 and the DEPT 135 spectrum was considered, which was well below unity
in all cases of a primary carbon.

The peaks of the designated reference component were used to phase the DEPT 135
NMR spectrum. This was done for the sake of simplicity but, in practice, DEPT can
also be used for the classification of peaks without prior knowledge of any component.
In that situation, the phase correction could be carried out based on a peak of any
reference component that is added to the mixture prior to the NMR analysis.
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C.3 PFG NMR Spectra and Assignment of Peaks

Figures C.1-C.3 show 13C PFG NMR spectra of mixtures I-III for a gradient strength
G = 2.55 G cm−1. Based on these spectra, it was decided which peaks were to be distin-
guished. It is noted that, especially for completely unknown mixtures, this procedure
can be ambiguous, e.g., due to small distortions that can lead to a “splitting” of a peak.
Therefore, an exponential line broadening of 1 Hz was first carried out, which is a stan-
dard processing step of NMR spectra. The great majority of peaks in the 13C PFG NMR
spectra recorded here did not show an overlapping with other peaks. Additionally, the
peak heights were used to determine the self-diffusion coefficients in all cases to mitigate
the effects of overlapping peaks on the evaluation of the diffusion coefficient.
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Figure C.1: 13C PFG NMR spectrum of mixture I with gradient strength
G = 2.55 G cm−1. All distinguished peaks are indicated by their respective
chemical shifts.
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Figure C.2: 13C PFG NMR spectrum of mixture II with gradient strength
G = 2.55 G cm−1. All distinguished peaks are indicated by their respective
chemical shifts.
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Figure C.3: 13C PFG NMR spectrum of mixture III with gradient strength
G = 2.55 G cm−1. All distinguished peaks are indicated by their respective
chemical shifts.
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C.4 K-medians Algorithm and Silhouette Score

For the results presented here and in Chapter 4 it was proposed to use K-medians
clustering, which is a variant of the K-means algorithm that is more robust towards
outliers [106, 107]. In the K-medians algorithm, the center of each cluster is calculated
by the median of all data points associated with this cluster, and the following objective
function is minimized for a specified number of clusters, i.e., pseudo-components, K:

J =
P

∑
p=1

K

∑
k=1

rp,k ∥xp − ck∥1 (C.1)

where P is the total number of peaks in the 13C NMR spectrum of the studied mixture.
xp contains the input data for peak p as described in Chapter 4, and ck represents the
center of the kth cluster. rp,k is a binary indicator that captures to which cluster k

peak p is assigned: if peak p is assigned to cluster k, then rp,k = 1, otherwise rp,k =

0. ∥xp − ck∥1 denotes the L1 distance, i.e., the sum of the absolute distances in the
individual coordinates (also called “manhatten” or “cityblock” distance), between xp

and ck.

K-medians clustering was performed using the “kmeans” function in MATLAB
2021 b [104] and setting the distance metric to “cityblock” to use the L1 distance.
The algorithm thereby uses a component-wise median to determine the cluster centers,
i.e., the median is calculated independently in each dimension. Since the algorithm is a
local optimization algorithm, 1000 replicates were used, and only the solution with the
lowest J , cf. Eq. (C.1), was kept [47, 106] for each specified number of clusters K.

Since the number of clusters K, i.e., the number of pseudo-components that are to be
distinguished in the studied mixture, is a priori unknown in most cases in practice, it also
needs to be set by the algorithm. For this purpose, the so-called silhouette score s was
used, which is a common metric for automatically selecting the most suitable number
of clusters for a given clustering problem [91]. The silhouette score s was thereby first
calculated individually for each data point xp as follows using the MATLAB function
“silhouette” with the L1 distance metric:

s(xp) =
b(xp) − a(xp)

max{b(xp), a(xp)}
(C.2)

where a(xp) is the average distance of xp from all other data points in the same cluster
(to which xp is assigned), and b(xp) is the smallest average distance of xp to all points
in a different cluster; again, the L1 distance was thereby used as distance metric. The
definition of a(xp) and b(xp) was slightly adapted for the special case of a cluster that
contains only a single data point as discussed and explained in the following section.
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The silhouette score can, by definition, have values between -1 and 1, where -1 indicates
that the data point xp is “totally dissimilar” to the other points in the same cluster,
whereas a silhouette score of 1 indicates that the data point fits perfectly into the
assigned cluster. By averaging the obtained silhouette scores of all data points associated
with a cluster (via the arithmetic mean), a mean silhouette score for each cluster was
obtained. Subsequently, the mean silhouette scores of the clusters were again averaged
(via the arithmetic mean) to obtain an overall silhouette score s(K), which only depends
on the assumed total number of clusters K, i.e., the number of pseudo-components
considered here. This two-step averaging process was chosen to ensure that clusters
with different numbers of assigned data points are weighted equally for the calculation
of the final silhouette score s(K).

For selecting the appropriate number of clusters, K-medians clustering was performed
with values of K ranging from 2 to P , i.e., up to the total number of peaks in the 13C
NMR spectrum of the mixture, and in each case, the overall silhouette score s(K) was
calculated; then, the number of clusters K with the highest s(K) was adopted.

C.4.1 Calculation of Silhouette Coefficients for Single Data
Points

For calculating the individual silhouette scores s for each data point, the MATLAB
function “silhouette” was used, which, however, was adapted as described in the follow-
ing. The reason for this is that in the special case of a cluster that contains only a single
data point, which is denoted as x∗p in the following, the silhouette score s(x∗p) is not well
defined since there are no distances a(x∗p) within the cluster that could be calculated
here. While this case might not be relevant in many other situations, in particular, if the
number of data points N greatly exceeds the expected number of clusters K (N >>K),
it needs to be considered for the application considered here: there are, in fact, compo-
nents that show only a single peak in an NMR spectrum, e.g., 1,4-dioxane or benzene
in proton-decoupled 13C NMR spectroscopy, to name only two of many examples.

The default setting in MATLAB for the calculation of the silhouette score s(x∗p), in
this case, is to set s(x∗p) = 1, i.e., to assume a perfect assignment. This, in turn, leads
to a model that favors solutions with an unreasonably high number of clusters (here:
pseudo-components). To circumvent this issue, the experimental uncertainty ep,95% of
x∗p for a(x∗p), i.e., the intra-cluster distance was used, if the respective cluster contains
x∗p as the only data point. Furthermore b(x∗p) is defined as the minimal L1 distance to
any other data point in this case. The intuition behind this is as follows: a data point
with a small error, i.e., small a(x∗p), but with a large distance to all other data points,
i.e., large b(x∗p), is likely to represent a (pseudo-)component that shows only a single
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peak in the NMR spectrum; hence, defining a cluster consisting of the respective data
point only should, in this case, result in a high silhouette score s(x∗p). On the other
hand, a data point with a rather large error bar, i.e., large a(x∗p), that is close to any
other data point, i.e., low b(x∗p), is not so likely to represent a separate cluster, which
should, in this case, result in a small or even negative silhouette score s(x∗p).

In Figure C.4 it is demonstrated that the default behavior of the MATLAB function
“silhouette” would lead to the largest overall silhouette scores s(K) if the assumed
number of clusters K matches the total number of peaks P in the 13C NMR spectrum.
Hence, the clustering algorithm would always define the maximum possible number of
pseudo-components, where all pseudo-components consist of only a single structural
group and would show only a single peak in the 13C NMR spectrum; such a result
is, however, highly unrealistic. Figure C.4 demonstrates this using mixture I from
Chapter 4 as an example, where the overall silhouette score s(K) continuously increases
with increasing K.

Figure C.4: Overall silhouette score s(K) for the clustering of peaks in the 13C NMR
spectrum of mixture I with the K-medians algorithm for different numbers
of clusters K as calculated with the default MATLAB setting.

C.5 Prediction of Molar Masses and Normalized
Diffusion Coefficients

There are different methods for the prediction of molar masses from self-diffusion coeffi-
cients in the literature; Ref. [148] gives a good overview. Therefore, only those concepts
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that are relevant to the development of the method are briefly recapitulated in the
following.

Good predictions can be obtained by internal calibration methods, where multiple refer-
ence components are added to the sample that contains the unknown component. Often-
times a power-law is then fitted to the reference components in the sample, which is sub-
sequently used for the prediction of the molar mass of the unknown component [148, 149].
Of course, this requires that the reference components, among other things, are ideally
inert and sufficiently soluble in the studied solvent [149]; and it requires the addition of
reference components to the mixture of interest. Therefore, in Ref. [108] an external cal-
ibration method for the prediction of molar masses was developed, which requires only
one known component in the mixture. The authors thereby introduced the concept of
“normalized diffusion coefficients”:

log(Dx,norm) = log(Dref,fix) − log(Dref) + log(Dx) (C.3)

where log(Dx,norm) is the normalized self-diffusion coefficient of the unknown component
(labeled “x” here), Dref and Dx are the measured self-diffusion coefficients of the reference
and unknown component in the sample, respectively, and Dref,fix is the known value of the
self-diffusion coefficient of the reference component that was determined by measuring
only the reference component in the same solvent. It is noted that Dref,fix only has to
be determined once for each reference component in a specific solvent and then can be
used for the determination of molar masses of unknown components.

Solvent-specific power-laws (for different shapes of unknown components) are then fitted
to the normalized diffusion coefficients of a large number of components. In consequence,
Eq. (C.3) can be seen as a method to link the measured self-diffusion coefficient of an
unknown component (in the actual sample) to a hypothetical sample to which the power-
law was fitted, which then enables a good prediction of molar masses without requiring
several reference components.

In the following, it is shown that the concept of normalized diffusion coefficients is
similar to Eq. (11), where it is assumed that the ratio of the self-diffusion coefficients of
an unknown component to that of a reference component in a mixture is the same as their
ratio at infinite dilution in the solvent. It is shown in the following that both approaches
are directly linked to the concept of relative diffusion coefficients (cf. Eq. (10)).

Starting with Eq. (C.3), rearranging and applying logarithmic rules yields:

log( Dx

Dref
) = log(Dx,norm

Dref,fix
) (C.4)
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Taking the exponent of Eq. (C.4) results in:

Dx

Dref
=

Dx,norm

Dref,fix
(C.5)

In the following, it is assumed that the reference state is at infinite dilution and switch
indices to the notation used in the thesis (x→ Ũ):

DŨ
Dref

=
D∞Ũ,norm

D∞ref,fix
(C.6)

The resulting Eq. (C.6) is equivalent to the concept of relative diffusion (Eq. (10)) at
two different concentrations, or to Eq. (11). In contrast to Ref. [108], no solvent-specific
power-law was fitted; instead, the SEGWE [77, 78] model was directly applied, which
was developed for describing diffusion coefficients at infinite dilution. Furthermore,
the SEGWE model has been demonstrated to perform reasonably well using just one
universal fit parameter for different solvents [77, 78, 109].

C.6 Concentration Dependence of Relative
Diffusion Coefficients

To verify the validity of Eq. (11), i.e., that the ratio of the diffusion coefficients of two
components (a known reference component and a pseudo-component Ũ here) is approx-
imately constant for different compositions, two aqueous systems were studied here as
examples. Table C.2 gives an overview of these systems and specifies the composition
of two mixtures that were prepared for each system. In system A, 2-propanol was cho-
sen as reference component, for which a value for the diffusion coefficient at infinite
dilution in water at 298.15 K of D∞ref = 0.99 ⋅ 10−9m2s−1 was taken from Ref. [115] (as
in Chapter 4). In system B, acetone was chosen as reference component, for which
D∞ref = 1.3 ⋅ 10−9m2s−1 in water at 298.15 K was taken from Ref. [150]. Figure C.5 shows
the ratio DŨ

Dref
for the two systems measured by PFG NMR (cf. Section C.1.2.2). For

all components, the arithmetic mean of the self-diffusion coefficients of the respective
peaks of the components were taken.



Appendix C Supporting Information for Chapter 4 241

Table C.2: Overview of the studied aqueous mixtures for verifying Eq. (11). All mix-
tures additionally contain the solvent water.

System Component i xi / mol mol-1

A

2-propanol 0.050
malic acid 0.011

2-propanol 0.010
malic acid 0.050

B

acetone 0.010
acetic acid 0.090

acetone 0.090
acetic acid 0.011

The ratio of the self-diffusion coefficients of the reference component and the pseudo-
component stays nearly constant, irrespective of the different concentrations of the com-
ponents in the studied mixtures.

Figure C.5: Measured dependence of the ratio DŨ
Dref

on the mole fraction of the reference
component, cf. Table C.2 and Eq. (11).
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C.7 Identification and Quantification of Structural
Groups

Most of the considered structural groups, cf. Table 6, contain only one carbon nucleus
that shows a peak in the respective region of the 13C NMR spectrum, which is denoted
by zg = 1 for group g. There are two exceptions: first, the alkenyl groups (’CH=CH /
C=C’), which contain two carbon nuclei that usually show peaks in the same region of
the NMR spectrum, i.e., zg = 2; and second, the (alkyl + ketone) groups (’CH3CO /
CH2CO’), which also contain two carbon nuclei, but for which one can expect one peak
in the region 0-60 ppm in the 13C NMR spectrum (of the ’CH3 / CH2’ part) and another
peak in the region >180 ppm (of the ’CO’ part), and, hence, zg = 1 for each of the
two regions. As a consequence, the concentration of ’CH3/CH2’ groups was calculated
from the peak area in the assigned regions that exceeds the peak area in the region
>180 ppm for each pseudo-component. Also note that if a ’CH3’ group is detected in a
pseudo-component, ’CH3CO’ is chosen, otherwise ’CH2CO’.

C.8 Determination of Water-free Composition
of Pseudo-components

From the clustering of structural groups to pseudo-components and the peak areas Ap,
the ratio of structural groups in each pseudo-component, i.e., a group mole fraction xg,k,
can be calculated for every pseudo-component. In turn, together with the molar mass
Mk of each pseudo-component k, as predicted by the SEGWE model based on the PFG
NMR experiments, this enables the determination of the total number of groups νk in
each pseudo-component:

νk =
Mk

∑
G
g=1 xg,kMg

(C.7)

where Mg is the molar mass of group g, cf. Table C.3.
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Table C.3: Molar mass Mg of all considered groups in Chapter 4, cf. Table 6.

Group Mg / g mol-1
CH3 15.04
CH2 14.03
CH 13.02
C 12.01
OH 17.01
CH=CHa 26.04
C=Ca 24.02
COOH 45.02
CHO 29.02
CH3COa/CH2COa 43.05/42.04

aTo obtain the correct number of NMR-active nuclei zk in the pseudo-component,
z∗g = 2 has to be used for these groups since they contain two carbon atoms.

From this, the absolute number of each structural group g in pseudo-component k can
be calculated:

νg,k = xg,kνk (C.8)

From this, in turn, the absolute number of NMR-active nuclei (here 13C) zk in each
pseudo-component can be calculated together with z∗g , which is the number of NMR-
active nuclei in structural group g:

zk =
G

∑
g=1

νg,kz∗g (C.9)

The mole fraction x∗k of each pseudo-component k in the water-free solution (which
shows no signal in 13C NMR), can then be determined using the quantitative results
from the 13C NMR spectrum:

x∗k =
∑G

g=1 Ag,k
zk

∑
K
k=1 (

∑G
g=1 Ag,k

zk
)

(C.10)

, where Ag,k is the total area of all peaks associated to group g in pseudo-component k.
Note that, with Eq. (C.10) also the mole fraction of the known reference component in
the water-free solution is obtained, whereby zk = zref is also known.
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C.9 Structural Group Composition

C.9.1 Composition of True Components

Table C.4 shows the composition of all components studied in Chapter 4 regarding
the groups of original UNIFAC [31, 129]. Note that the UNIFAC nomenclature uses
’THF,’ [129] as an abbreviation for cyclic ether groups. Since it is found misleading,
’cy-CH2O’ is used as abbreviation instead.
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Table C.4: Components considered in Chapter 4 and their composition regarding
groups from the UNIFAC table [31, 129]. The numbers in parentheses
are the identifiers for the sub-groups and the corresponding main-groups.

Component UNIFAC groups

acetone 1 x ’CH3’ (1,1)
1 x ’CH3CO’ (18,9)

acetic acid 1 x ’CH3’ (1,1)
1 x ’COOH’ (42,20)

acetonitrile 1 x ’CH3CN’ (40,19)

ascorbic acid

1 x ’CH2’ (2,1)
2 x ’CH’ (3,1)
4 x ’OH’ (14,5)
1 x ’C=C’ (70,2)
1 x ’COO’ (77,41)

1,4-butanediol 4 x ’CH2’ (2,1)
2 x ’OH’ (14,5)

citric acid

2 x ’CH2’ (2,1)
1 x ’C’ (4,1)
1 x ’OH’ (14,5)
3 x ’COOH’ (42,20)

cyclohexanone 4 x ’CH2’ (2,1)
1 x ’CH2CO’ (19,9)

1,4-dioxane 2 x ’CH2’ (2,1)
2 x ’cy-CH2O’ (27,13)

glucose

1 x ’CH2’ (2,1)
4 x ’CH’ (3,1)
5 x ’OH’ (14,5)
1 x ’CHO’ (26,13)

malic acid

1 x ’CH2’ (2,1)
1 x ’CH’ (3,1)
1 x ’OH’ (14,5)
2 x ’COOH’ (42,20)

1-propanol
1 x ’CH3’ (1,1)
2 x ’CH2’ (2,1)
1 x ’OH’ (14,5)

2-propanol
2 x ’CH3’ (1,1)
1 x ’CH’ (3,1)
1 x ’OH’ (14,5)

water 1 x ’H2O’ (16,7)

xylose
4 x ’CH’ (3,1)
4 x ’OH’ (14,5)
1 x ’cy-CH2O’ (27,13)
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C.9.2 Predicted Molar Masses and Composition of
Pseudo-components

Tables C.5-C.7 show the predicted absolute numbers of the structural groups g in each
pseudo-component k, denoted by νg,k, in the three test mixtures, cf. Table 7, as well as
the predicted molar masses of the pseudo-components Mk. Note that the stoichiometry
and molar mass of the component that was considered as the known reference component
here (Ũ1), which was needed for the determination of the stoichiometry of the other
pseudo-components, is not included.
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Table C.5: Absolute numbers νg,k of structural groups g according to UNIFAC [31, 129]
in pseudo-components k and predicted molar masses Mk (g mol-1) of defined
pseudo-components for test mixture I, cf. Table 7.

Ũ2 Ũ3 Ũ4

Mk 48.98 145.21 72.11
νCH3,k 0.782 - 1.147
νCH2,k - 6.464 -
νCH,k - - -
νC,k - - -
νOH,k - 3.206 -
νCH=CH,k - - -
νC=C,k - - -
νCOOH,k - - 1.219
νCHO,k - - -
νCH3CO,k 0.865 - -
νCH2CO,k - - -

Table C.6: Absolute numbers νg,k of structural groups g according to UNIFAC [31, 129]
in pseudo-components k and predicted molar masses Mk (g mol-1) of defined
pseudo-components for test mixture II, cf. Table 7.

Ũ2 Ũ3

Mk 94.47 212.08
νCH3,k - -
νCH2,k 3.879 1.898
νCH,k - 1.680
νC,k - 0.759
νOH,k - 2.846
νCH=CH,k - 0.203
νC=C,k - -
νCOOH,k - 2.238
νCHO,k - -
νCH3CO,k - -
νCH2CO,k 0.953 -
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Table C.7: Absolute numbers νg,k of structural groups g according to UNIFAC [31, 129]
in pseudo-components k and predicted molar masses Mk (g mol-1) of defined
pseudo-components for test mixture III, cf. Table 7.

Ũ2 Ũ3 Ũ4 Ũ5 Ũ6 Ũ7 Ũ8

Mk 51.71 71.06 85.26 115.96 148.90 248.36 313.85
νCH3,k 0.853 1.111 2.111 - - - -
νCH2,k - - 1.409 4.688 6.625 1.812 1.617
νCH,k - - 0.712 - - 3.681 3.135
νC,k - - - - - - -
νOH,k - - 1.440 - 3.291 4.577 4.752
νCH=CH,k - - - - - 0.435 -
νC=C,k - - - - - - 0.858
νCOOH,k - 1.208 - - - 1.907 3.308
νCHO,k - - - - - - -
νCH3CO,k 0.903 - - - - - -
νCH2CO,k - - - 1.194 - - -
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C.9.3 Discussion of Uncertainties

The result of the proposed method, namely, the predicted composition of a poorly
specified mixture with regard to pseudo-components, can be influenced by different
sources of errors or uncertainties. These sources are:

1. Incorrect identification of structural groups
While the correct identification of the structural groups in a poorly specified mix-
ture is, of course, the basis for a meaningful definition of pseudo-components, the
influence of errors here can, in many cases, be expected to have only a minor
influence on the application of the results in combination with group-contribution
methods. This is due to the fact that the identification here is physics-based,
namely, based on information on the chemical shift of peaks in the NMR spectra
and on the substitution degree of carbon nuclei. This procedure results in incor-
rectly predicted structural groups usually being identified as very similar structural
groups, with only a small influence on the modeling results.

2. Experimental error of the quantitative NMR analysis
The experimental error of the quantitative NMR analysis was well below 5% in
most cases here, cf. Section C.1.2.1, and, thus, of only minor influence on the
results of Chapter 4.

3. Experimental error of the PFG NMR experiments
The experimental error of the PFG NMR experiments, resulting in uncertainties
in the measured diffusion coefficients, was also very small, namely, in average in
the order of 2%, cf. Figures 16, 18, and 20.

4. Errors introduced by the SEGWE model
Errors introduced by the SEGWE model have a direct influence on the molar
masses predicted from the measured diffusion coefficients. In the original pa-
per [78], the authors reported a root-mean-square deviation in the order of 15%
for predicted diffusion coefficients. The rather large expected errors comply with
the observations in Figures 22 – 24. It can be assumed, that the errors introduced
by the SEGWE model are the main source of error for the results.

5. Experimental error of the diffusion coefficient of the defined reference component
For the application of the proposed method, also the diffusion coefficient of a
known reference component at infinite dilution in the solvent of the poorly spec-
ified mixture is required. The respective experimental values were adopted from
the literature. Of course, also these values come with an uncertainty, which can
introduce an additional error in the proposed method’s results.



250 Appendix C Supporting Information for Chapter 4

C.10 Additional Results

C.10.1 NMR Fingerprinting

Figure C.6 shows the results of the NMR fingerprinting in the form of group mole
fractions xg. In mixture I (Figure C.6 (a)), the group mole fractions are predicted
very accurately. Small deviations can be attributed to experimental uncertainties of the
NMR analysis. Also in mixture II (Figure C.6 (b)), the agreement is good in most cases.
Small deviations can be found due to the misinterpretation of ’OH’ and ’CH2’ as ’cy-
CH2O’ groups. Furthermore, the ’CHO’ group is missed by the method. In mixture III
(Figure C.6 (c)) the ’CH3CN’ group (=acetonitrile) is missed and falsely predicted as
’C=C’ and ’CH3’ groups. Furthermore, a small amount of the ester group (’COO’)
is missed leading to an overprediction of the ’COOH’ group. ’CH2CO’ and ’CH3CO’
groups can furthermore not be differentiated here, since no distinction between different
pseudo-components is made here.
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Figure C.6: Prediction of structural groups in test mixtures, cf. Table 7.
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C.10.2 Clustering with Prior Information

Figure C.7 shows the results of the clustering with the K-medians algorithm for mix-
ture II from Chapter 4, but here by fixing K = 4, which is the true number of components
(except water and neglecting the anomers of glucose) in the mixture. Hence, in this case,
a sort of prior information (on the number of components in the mixture) was used in-
stead of automatically choosing K based on the overall silhouette score. The results
show that, in this case, the clustering algorithm correctly assigns all peaks (structural)
groups to the different pseudo-components.

Figure C.7: DOSY map of mixture II with the result of the clustering of peaks (struc-
tural groups) by the K-medians algorithm and setting the number of clus-
ters to K = 4. Different clusters are indicated by different colors and the
respective true components are denoted in the legend. The error bars in-
dicate the 95% confidence intervals based on a t-distribution.

In Figure C.8 results of the clustering with the K-medians algorithm for mixture III from
Chapter 4 are shown but here by fixing K = 10, which is the true number of components
(except water and neglecting the anomers of xylose) in the mixture. By using this prior
knowledge, the clustering algorithm correctly assigns all peaks (structural) groups to
the different pseudo-components.
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Figure C.8: DOSY map of mixture III with the result of the clustering of peaks (struc-
tural groups) by the K-medians algorithm and setting the number of clus-
ters to K = 10. Different clusters are indicated by different colors and the
respective true components are denoted in the legend. The error bars in-
dicate the 95% confidence intervals based on a t-distribution.

C.10.3 Influence of Reference Component on Predicted Molar
Masses

In Figure C.9, the prediction of the molar masses of the pseudo-components defined
by the K-medians algorithm in mixture III, cf. Figure 20, with the SEGWE model, is
shown. In contrast to Figure 24, xylose (instead of acetonitrile) was chosen as reference
component. A value for the diffusion coefficient of xylose at infinite dilution in water at
298.15 K of D∞ref = 7.495 ⋅ 10−10m2s−1 was adopted from Ref. [151] and used in Eq. (11).
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Figure C.9: Prediction of molar masses of pseudo-components in mixture III by con-
sidering xylose as reference component.

If the results shown here are compared to the results in Figure 24, an improved prediction
of the molar masses of 1,4-butanediol, malic acid, and ascorbic acid in Figure C.9 can
be observed. However, the prediction of the molar masses of the rather small and less
polar components, like acetone and acetonitrile, is slightly worse compared to Figure 24.
These findings can be assigned to the fact that a constant ratio DŨ

Dref
for the extrapolation

from finite concentrations to infinite dilution for all pseudo-components Ũ was assumed.
The results indicate that a (slightly) different ratio for the different components could
improve the results. It can be speculated that chemically similar species, e.g., highly
polar components, like 1,4-butanediol, xylose, malic acid, and ascorbic acid, can be
treated well using the same ratio, but that this does not hold for less similar components
like acetonitrile. Hence, in principle, it might be possible to exploit such knowledge
to refine the ratio for the different pseudo-components (based on the group-specific
composition that is automatically obtained with the method) in future work.
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D Supporting Information for
Chapter 5

D.1 Information on Water Mass Fraction

In the following, a variant of NEAT that is not only based on information on the mass
fraction of the target component T in the studied poorly specified mixture, but also on
the mass fraction of water W is described.
The total mass of the mixture is known in any case. If the mass fractions of the target
component T and water W are assumed to be known, the mass of the pseudo-component
Ũ can be calculated from the mass balance, denoted here as mMB

Ũ . As described in the
main text, the NMR analysis yields an estimation of the total mass of the sum of all
identified groups related to the unknown components, which are lumped to the pseudo-
component Ũ. This mass is denoted as mNMR

Ũ here. The difference ∆m =mMB
Ũ −mNMR

Ũ
is expected to be positive in cases in which not all groups yield a signal in the NMR
spectrum [60]. In this case, ∆m was used to determine the number of additional OH(P)
groups, which do not show a signal in 13C NMR spectroscopy (cf. Tables D.1 and
D.2). If ∆m was negative, the mole numbers of the determined groups of the pseudo-
component were reduced to fulfill the mass balance. The ratios of the mole numbers of
the groups among each other were thereby kept constant. In Tables D.1 and D.2 the
assignment of chemical groups to 13C NMR chemical shift regions for known water mass
fraction for versions of NEAT based on GC-COSMO-RS (OL) and UNIFAC (DO) is
given, respectively.
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Table D.1: Assignment of chemical groups from GC-COSMO-RS (OL) to 13C NMR
chemical shift regions used for the predictions with NEAT with known
water mass fraction in this thesis. The abbreviated group labels are in-
troduced for clarity. The numbers in parentheses correspond to the group
identifiers in the original paper [124].

13C NMR chemical shift chemical group name GC-COSMO-RS (OL) label
region / ppm
0 - 30 methyl group ’CH3’ (1)
30 - 60 methylene group ’CH2’ (4)
60 - 90 alcohol group ’CH2’ (7)a+’OH(P)’ (35)
90 - 150 alkenyl group ’CH=CH’ (58)
150 - 180 carboxyl group ’COOH’ (44)
>180 carbonyl group ’CO’ (51)
n.a. hydroxyl group ’OH(P)’ (35)

a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished
from a custom ’CH2’ group.

Table D.2: Assignment of chemical groups from the UNIFAC (DO) table to 13C NMR
chemical shift regions used for the predictions with NEAT with known
water mass fraction in this thesis. The numbers in parentheses are the
identifiers for the sub-group and the corresponding main-group from the
original papers [32, 118].

13C NMR chemical shift chemical group name UNIFAC (DO) label
region / ppm
0 - 30 methyl group ’CH3’ (1,1)
30 - 60 methylene group ’CH2’ (2,1)
60 - 90 alcohol group ’CH2’ (2,1)+’OH(P)’ (14,5)
90 - 150 alkenyl group ’CH=CH’ (6,2)
150 - 180 carboxyl group ’COOH’ (42,20)
>180 carbonyl group ’CH2CO’ (19,9)
n.a. hydroxyl group ’OH(P)’ (14,5)

In the following, the results of the above-described versions of NEAT for the systems
considered in Chapter 5 are given. The presentation of the results is the same as in
Chapter 5.
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Figure D.1: Activity coefficient γT of target components (T = acetone or T = acetic

acid) in ternary mixtures of system I and II, cf. Table 11, at 298 K. Lines:
results from GC-COSMO-RS (OL) for the fully specified mixtures. Sym-
bols: predictions with NEAT using information on the water mass frac-
tion. No information on the unknown component U was used in NEAT.
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Figure D.2: Activity coefficient γT of target component T = ethanol in ternary mix-

tures of system III-VI, cf. Table 11, at 298 K. Lines: results from GC-
COSMO-RS (OL) for the fully specified mixtures. Symbols: predictions
with NEAT using information on the water mass fraction. No information
on the unknown component U was used in NEAT.
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For D-xylose, GC-COSMO-RS (OL) in its current version cannot be used since the re-
quired parameters are not available. Therefore, for obtaining the results of system VIII,
quantum-chemical obtained σ-profiles, cavity surface areas A and the cavity volume V

out of DDB [125] (cf. Section 5.2) were used for D-xylose for the fully specified mixture.
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Figure D.3: Activity coefficient γT of target components (T = 1,4-butanediol or

T = acetone) in five-component mixtures of system VII and VIII, cf.
Table 11, at 298 K. Lines: results for fully specified mixtures. Symbols:
predictions with NEAT using information on the water mass fraction. No
information on the unknown components U was used in NEAT.
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D.2 Group Assignment

In Table D.3, the group assignment for the components used in Chapter 5 according to
UNIFAC (DO) and GC-COSMO-RS (OL) for the fully specified mixtures are given.
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Table D.3: Assignment of UNIFAC (DO) and GC-COSMO-RS (OL) groups to the
components of Chapter 5. For UNIFAC (DO), the numbers in parenthe-
ses are the identifiers for the sub-group and the corresponding main-group
from the original papers [32, 118]. For GC-COSMO-RS (OL) the abbrevi-
ated group labels are introduced for clarity. For GC-COSMO-RS (OL) the
numbers in parentheses correspond to the group identifiers in the original
paper [124].

Component UNIFAC (DO) groups GC-COSMO-RS (OL) groups

acetic acid 1 x ’CH3’ (1,1),
1 x ’COOH’ (42,20)

1 x ’CH3’ (1),
1 x ’COOH’ (44)

acetone 1 x ’CH3’ (1,1),
1 x ’CH3CO’ (18,9)

2 x ’CH3’ (1),
1 x ’CO’ (51)

acetonitrile 1 x ’CH3CN’ (40,19) 1 x ’CN’ (57),
1x ’CH3’ (1)

1,4-butanediol 4 x ’CH2’ (2,1),
2 x ’OH(P)’ (14,5)

2 x ’CH2’ (4),
2 x ’CH2’ (7)a,
2 x ’OH(P)’ (36),
2 x ’OH-OH’ (135)

2-butanone
1 x ’CH3’ (1,1),
1 x ’CH2’ (2,1),
1 x ’CH3CO’ (18,9)

2 x ’CH3 (1),
1 x ’CH2’ (4),
1 x ’CO’ (51)

cyclohexanone 1 x ’CH2CO’ (19,9),
4 x ’CY-CH2’ (78,42)

1 x ’CO’ (51),
5 x ’CY-CH2’ (9)

ethanol
1 x ’CH3’ (1,1),
1 x ’CH2’ (2,1),
1 x ’OH(P)’ (14,5)

1 x ’CH3’ (1),
1 x ’CH2’ (7)a,
1 x ’OH(P)’ (36)

methyl acetate 1 x ’CH3COO’ (21,11),
1 x ’CH3’ (1,1)

1 x ’CH3’ (1),
1 x ’CH3’ (2)a,
1 x ’COO’ (45)

2-propanol
2 x ’CH3’ (1,1),
1 x ’CH’ (3,1) ,
1 x ’OH(S)’ (81,5)

2 x ’CH3’ (1),
1 x ’CH2’ (7)a, b,
1 x ’OH(S)’ (34)

water 1 x ’H2O’ (16,7) n.a.c

D-xylose
1 x ’THF’ (27,43),
4 x ’OH(S)’ (81,5),
3 x ’CY-CH’ (79,42)

n.a.d

a In GC-COSMO-RS (OL), a ’CH2’/’CH3’ group attached to F/Cl/O/N is distinguished
from a custom ’CH2’/’CH3’ group.

b In GC-COSMO-RS (OL), group 7 represents ’CH2’/’CH’/’C’ in a chain attached to
F/Cl/O/N.

c No group assignment available for water. The quantum-chemical obtained σ-profiles, cavity
surface areas A, and the cavity volume V from DDB were used.

d For D-xylose, only the σ-profiles, cavity surface areas A, and the cavity volume V for one
anomeric form (β-D-xylopyranose) was available in the DDB and used here.
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D.3 Influence of the Molar Mass MŨ of the
Pseudo-Component Ũ

Figure D.4 shows the influence of the molar mass MŨ of the pseudo-component Ũ on
the activity coefficient γT in a ternary mixture with T = acetic acid and 2-propanol as
unknown U in system II. If no unreasonably small values for MŨ (MŨ < 50 g mol-1)
are chosen the influence on the predictions is negligible. This was found for all studied
mixtures. As in Refs. [59, 60], MŨ = 150 g mol−1 was used in Chapter 5.
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Figure D.4: Activity coefficient γT of target component T = acetic acid in a

ternary mixture of system II. The composition of the mixture is
xT = 0.043 mol mol−1, xU = 0.097 mol mol−1. Dashed line: results
from GC-COSMO-RS (OL) for fully specified mixture. Symbols: predic-
tions with NEAT for different assumed values MŨ. No information on the
unknown component U was used in the NEAT.
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D.4 Stoichiometry of the Pseudo-Component Ũ and
Estimated Composition

In the following, the estimated composition of the poorly specified mixtures and the
estimated stoichiometry of the pseudo-component Ũ as calculated with NEAT for all
studied mixtures are summarized. The section is divided according to the different ver-
sions of NEAT: first, the variant in which only information on the target component T
was used, and second, the version in which information on target component T and the
mass fraction of water W was used. The mass fraction of the target component T is
always the same as for the fully specified mixture.

D.4.1 Unknown Water Mass Fraction

Table D.4: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of system
I, cf. Table 11, obtained from NEAT based on GC-COSMO-RS (OL).
The respective plot of the predictions with NEAT is given in Figure 25.
The abbreviated group labels are introduced for clarity. The numbers in
parentheses correspond to the group identifiers in the original paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.105 0.075 4.800 0.000 2.508 2.508 0.000 0.000 0.000
2 0.101 0.110 4.869 0.000 2.475 2.475 0.000 0.000 0.000
3 0.097 0.146 4.796 0.031 2.496 2.496 0.000 0.000 0.000
4 0.089 0.213 4.889 0.000 2.451 2.451 0.000 0.000 0.015
5 0.084 0.256 4.848 0.000 2.484 2.484 0.000 0.000 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.5: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of system
II, cf. Table 11, obtained from NEAT based on GC-COSMO-RS (OL).
The respective plot of the predictions with NEAT is given in Figure 25.
The abbreviated group labels are introduced for clarity. The numbers in
parentheses correspond to the group identifiers in the original paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.133 0.076 4.694 0.000 2.338 2.338 0.000 0.152 0.000
2 0.128 0.112 4.824 0.000 2.382 2.382 0.000 0.068 0.017
3 0.123 0.141 4.783 0.000 2.422 2.422 0.000 0.020 0.072
4 0.115 0.199 4.938 0.025 2.411 2.411 0.000 0.013 0.000
5 0.108 0.251 4.901 0.000 2.449 2.449 0.000 0.006 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.

Table D.6: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of system
III, cf. Table 11, obtained from NEAT based on GC-COSMO-RS (OL).
The respective plot of the predictions with NEAT is given in Figure 27.
The abbreviated group labels are introduced for clarity. The numbers in
parentheses correspond to the group identifiers in the original paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.094 0.061 2.386 0.000 0.000 0.000 0.000 2.535 0.000
2 0.086 0.139 2.498 0.000 0.000 0.000 0.000 2.498 0.000
3 0.074 0.261 2.496 0.009 0.000 0.000 0.000 2.496 0.000
4 0.064 0.376 2.473 0.000 0.000 0.000 0.000 2.506 0.000
5 0.055 0.487 2.487 0.000 0.000 0.000 0.000 2.502 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.7: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of system
IV, cf. Table 11, obtained from NEAT based on GC-COSMO-RS (OL).
The respective plot of the predictions with NEAT is given in Figure 27.
The abbreviated group labels are introduced for clarity. The numbers in
parentheses correspond to the group identifiers in the original paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.097 0.034 1.934 2.118 0.000 0.000 0.000 2.026 0.000
2 0.090 0.094 2.057 2.150 0.062 0.062 0.000 1.932 0.000
3 0.088 0.100 2.120 2.263 0.000 0.000 0.000 1.919 0.000
4 0.084 0.142 2.096 2.174 0.019 0.019 0.000 1.941 0.000
5 0.078 0.208 2.101 2.126 0.000 0.000 0.000 1.968 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.8: Estimated compositions in the component space target component (T +
pseudo-component Ũ + water W for the poorly specified mixtures of system
V, cf. Table 11, obtained from NEAT based on GC-COSMO-RS (OL).
The respective plot of the predictions with NEAT is given in Figure 27.
The abbreviated group labels are introduced for clarity. The numbers in
parentheses correspond to the group identifiers in the original paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.098 0.032 2.307 4.615 0.000 0.000 0.000 0.000 1.806
2 0.092 0.086 2.117 4.407 0.000 0.000 0.000 0.000 2.012
3 0.084 0.162 2.116 4.334 0.000 0.000 0.000 0.000 2.049
4 0.081 0.191 2.153 4.362 0.000 0.000 0.000 0.000 2.015
5 0.076 0.233 2.078 4.359 0.000 0.000 0.000 0.000 2.057
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.

Table D.9: Estimated compositions in the component space target component (T +
pseudo-component Ũ + water W for the poorly specified mixtures of system
VI, cf. Table 11, obtained from NEAT based on GC-COSMO-RS (OL).
The respective plot of the predictions with NEAT is given in Figure 27.
The abbreviated group labels are introduced for clarity. The numbers in
parentheses correspond to the group identifiers in the original paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.099 0.025 4.558 2.826 0.038 0.038 0.000 0.000 1.451
2 0.097 0.041 4.527 2.974 0.016 0.016 0.031 0.000 1.390
3 0.096 0.055 4.439 2.903 0.045 0.045 0.000 0.000 1.469
4 0.095 0.060 4.489 2.915 0.047 0.047 0.000 0.000 1.434
5 0.094 0.069 4.484 2.876 0.072 0.072 0.000 0.000 1.429
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.10: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of
system VII, cf. Table 11, obtained from NEAT based on GC-COSMO-
RS (OL). The respective plot of the predictions with NEAT is given in
Figure 29. The abbreviated group labels are introduced for clarity. The
numbers in parentheses correspond to the group identifiers in the original
paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.096 0.013 4.046 2.023 0.000 0.000 0.646 0.658 0.512
2 0.090 0.058 3.876 2.011 0.000 0.000 0.689 0.725 0.461
3 0.088 0.066 3.922 1.939 0.000 0.000 0.683 0.749 0.441
4 0.086 0.097 3.879 1.963 0.000 0.000 0.652 0.764 0.456
5 0.083 0.124 3.840 1.920 0.000 0.000 0.660 0.757 0.502
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.11: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of sys-
tem VII, cf. Table 11, obtained from NEAT based on UNIFAC (DO).
The respective plot of the predictions with NEAT is given in Figure 29.
The numbers in parentheses are the identifiers for the sub-group and the
corresponding main-group from the original papers [32, 118].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CH2CO’

(1,1) (2,1) (14,5) (6,2) (42,20) (19,9)
1 0.096 0.013 4.046 1.511 0.000 0.646 0.658 0.512
2 0.090 0.058 3.876 1.549 0.000 0.689 0.725 0.461
3 0.088 0.066 3.922 1.498 0.000 0.683 0.749 0.441
4 0.086 0.097 3.879 1.508 0.000 0.652 0.764 0.456
5 0.083 0.124 3.840 1.418 0.000 0.660 0.757 0.502

Table D.12: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of sys-
tem VIII, cf. Table 11, obtained from NEAT based on GC-COSMO-
RS (OL). The respective plot of the predictions with NEAT is given in
Figure 29. The abbreviated group labels are introduced for clarity. The
numbers in parentheses correspond to the group identifiers in the original
paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.096 0.032 1.721 0.626 1.251 1.251 0.235 1.564 0.000
2 0.093 0.057 1.523 0.761 1.523 1.523 0.169 1.438 0.000
3 0.091 0.077 1.655 0.736 1.410 1.410 0.184 1.471 0.000
4 0.087 0.109 1.569 0.743 1.322 1.322 0.165 1.569 0.000
5 0.084 0.135 1.622 0.746 1.362 1.362 0.162 1.525 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.13: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of sys-
tem VIII, cf. Table 11, obtained from NEAT based on UNIFAC (DO).
The respective plot of the predictions with NEAT is given in Figure 29.
The numbers in parentheses are the identifiers for the sub-group and the
corresponding main-group from the original papers [32, 118].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CH2CO’

(1,1) (2,1) (14,5) (6,2) (42,20) (19,9)
1 0.096 0.032 1.721 1.877 1.251 0.235 1.564 0.000
2 0.093 0.057 1.523 2.284 1.523 0.169 1.438 0.000
3 0.091 0.077 1.655 2.146 1.410 0.184 1.471 0.000
4 0.087 0.109 1.569 2.065 1.322 0.165 1.569 0.000
5 0.084 0.135 1.622 2.109 1.362 0.162 1.525 0.000
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D.4.2 Known Water Mass Fraction

Table D.14: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of sys-
tem I, cf. Table 11, obtained from NEAT based on GC-COSMO-RS (OL).
The respective plot of the predictions with NEAT is given in Figure D.1.
The abbreviated group labels are introduced for clarity. The numbers in
parentheses correspond to the group identifiers in the original paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.105 0.074 4.800 0.000 2.508 2.508 0.000 0.000 0.000
2 0.101 0.108 4.869 0.000 2.475 2.475 0.000 0.000 0.000
3 0.097 0.145 4.796 0.031 2.496 2.496 0.000 0.000 0.000
4 0.089 0.213 4.889 0.000 2.451 2.451 0.000 0.000 0.015
5 0.084 0.256 4.848 0.000 2.484 2.484 0.000 0.000 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.15: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of
system II, cf. Table 11, obtained from NEAT based on GC-COSMO-
RS (OL). The respective plot of the predictions with NEAT is given in
Figure D.1. The abbreviated group labels are introduced for clarity. The
numbers in parentheses correspond to the group identifiers in the original
paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.133 0.071 4.694 0.000 2.338 2.338 0.000 0.152 0.000
2 0.128 0.105 4.824 0.000 2.382 2.382 0.000 0.068 0.017
3 0.123 0.136 4.783 0.000 2.422 2.422 0.000 0.020 0.072
4 0.115 0.196 4.938 0.025 2.411 2.411 0.000 0.013 0.000
5 0.108 0.244 4.901 0.000 2.449 2.449 0.000 0.006 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.

Table D.16: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of
system III, cf. Table 11, obtained from NEAT based on GC-COSMO-
RS (OL). The respective plot of the predictions with NEAT is given in
Figure D.2. The abbreviated group labels are introduced for clarity. The
numbers in parentheses correspond to the group identifiers in the original
paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.094 0.065 2.245 0.000 0.000 0.522 0.000 2.385 0.000
2 0.086 0.142 2.445 0.000 0.000 0.188 0.000 2.445 0.000
3 0.074 0.259 2.496 0.009 0.000 0.000 0.000 2.496 0.000
4 0.064 0.363 2.473 0.000 0.000 0.000 0.000 2.506 0.000
5 0.055 0.451 2.487 0.000 0.000 0.000 0.000 2.502 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.17: Estimated compositions in the component space target component (T
+ pseudo-component Ũ + water W for the poorly specified mixtures of
system IV, cf. Table 11, obtained from NEAT based on GC-COSMO-
RS (OL). The respective plot of the predictions with NEAT is given in
Figure D.2. The abbreviated group labels are introduced for clarity. The
numbers in parentheses correspond to the group identifiers in the original
paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.097 0.038 1.737 1.903 0.000 0.897 0.000 1.820 0.000
2 0.090 0.105 1.845 1.929 0.056 0.965 0.000 1.733 0.000
3 0.088 0.116 1.830 1.953 0.000 1.206 0.000 1.657 0.000
4 0.084 0.159 1.869 1.938 0.017 0.975 0.000 1.730 0.000
5 0.078 0.225 1.945 1.968 0.000 0.655 0.000 1.822 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.18: Estimated compositions in the component space target component (T
+ pseudo-component Ũ + water W for the poorly specified mixtures of
system V, cf. Table 11, obtained from NEAT based on GC-COSMO-
RS (OL). The respective plot of the predictions with NEAT is given in
Figure D.2. The abbreviated group labels are introduced for clarity. The
numbers in parentheses correspond to the group identifiers in the original
paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.098 0.037 2.003 4.005 0.000 1.165 0.000 0.000 1.567
2 0.092 0.093 1.970 4.102 0.000 0.609 0.000 0.000 1.873
3 0.084 0.171 2.002 4.099 0.000 0.478 0.000 0.000 1.938
4 0.081 0.201 2.049 4.150 0.000 0.427 0.000 0.000 1.918
5 0.076 0.248 1.949 4.088 0.000 0.548 0.000 0.000 1.929
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.

Table D.19: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of
system VI, cf. Table 11, obtained from NEAT based on GC-COSMO-
RS (OL). The respective plot of the predictions with NEAT is given in
Figure D.2. The abbreviated group labels are introduced for clarity. The
numbers in parentheses correspond to the group identifiers in the original
paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.099 0.025 4.558 2.826 0.038 0.038 0.000 0.000 1.451
2 0.097 0.041 4.527 2.974 0.016 0.016 0.031 0.000 1.390
3 0.096 0.054 4.439 2.903 0.045 0.045 0.000 0.000 1.469
4 0.095 0.060 4.486 2.913 0.047 0.052 0.000 0.000 1.433
5 0.094 0.067 4.484 2.876 0.072 0.072 0.000 0.000 1.429
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.20: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of
system VII, cf. Table 11, obtained from NEAT based on GC-COSMO-
RS (OL). The respective plot of the predictions with NEAT is given in
Figure D.3. The abbreviated group labels are introduced for clarity. The
numbers in parentheses correspond to the group identifiers in the original
paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.096 0.019 2.807 1.404 0.000 2.701 0.448 0.457 0.355
2 0.090 0.075 3.003 1.557 0.000 1.987 0.534 0.562 0.357
3 0.088 0.096 2.701 1.335 0.000 2.744 0.470 0.516 0.303
4 0.086 0.117 3.224 1.631 0.000 1.490 0.542 0.635 0.379
5 0.083 0.143 3.336 1.668 0.000 1.158 0.573 0.658 0.436
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.21: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of sys-
tem VII, cf. Table 11, obtained from NEAT based on UNIFAC (DO).
The respective plot of the predictions with NEAT is given in Figure D.3.
The numbers in parentheses are the identifiers for the sub-group and the
corresponding main-group from the original papers [32, 118].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CH2CO’

(1,1) (2,1) (14,5) (6,2) (42,20) (19,9)
1 0.096 0.019 2.807 1.048 2.701 0.448 0.457 0.355
2 0.090 0.075 3.003 1.200 1.987 0.534 0.562 0.357
3 0.088 0.096 2.701 1.032 2.744 0.470 0.516 0.303
4 0.086 0.117 3.224 1.253 1.490 0.542 0.635 0.379
5 0.083 0.143 3.336 1.232 1.158 0.573 0.658 0.436

Table D.22: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of sys-
tem VIII, cf. Table 11, obtained from NEAT based on GC-COSMO-
RS (OL). The respective plot of the predictions with NEAT is given in
Figure D.3. The abbreviated group labels are introduced for clarity. The
numbers in parentheses correspond to the group identifiers in the original
paper [124].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CO’

(1) (4) (7)a (35) (58) (44) (51)
1 0.096 0.038 1.423 0.517 1.035 2.560 0.194 1.294 0.000
2 0.093 0.069 1.260 0.630 1.260 2.783 0.140 1.190 0.000
3 0.091 0.092 1.384 0.615 1.179 2.626 0.154 1.230 0.000
4 0.087 0.128 1.344 0.637 1.132 2.397 0.142 1.344 0.000
5 0.084 0.157 1.391 0.640 1.168 2.425 0.139 1.307 0.000
a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished

from a custom ’CH2’ group.
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Table D.23: Estimated compositions in the component space target component T +
pseudo-component Ũ + water W for the poorly specified mixtures of sys-
tem VIII, cf. Table 11, obtained from NEAT based on UNIFAC (DO).
The respective plot of the predictions with NEAT is given in Figure D.3.
The numbers in parentheses are the identifiers for the sub-group and the
corresponding main-group from the original papers [32, 118].

x
(m)
i / g g−1 Stoichiometry of Ũ

No. x
(m)
T x

(m)
Ũ ’CH3’ ’CH2’ ’OH(P)’ ’CH=CH’ ’COOH’ ’CH2CO’

(1,1) (2,1) (14,5) (6,2) (42,20) (19,9)
1 0.096 0.038 1.423 1.552 2.560 0.194 1.294 0.000
2 0.093 0.069 1.260 1.890 2.783 0.140 1.190 0.000
3 0.091 0.092 1.384 1.794 2.626 0.154 1.230 0.000
4 0.087 0.128 1.344 1.769 2.397 0.142 1.344 0.000
5 0.084 0.157 1.391 1.808 2.425 0.139 1.307 0.000
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D.5 Averaging of σ-profiles

Besides the cavity volume VŨ, two cavity surface areas Anhb
Ũ and Ahb

Ũ and two sigma-
profiles pnhb

Ũ (σ) and phb
Ũ (σ) are obtained for the pseudo-component Ũ from GC-COSMO-

RS (OL). AŨ is the sum of the two cavity surface areas, i.e. the total cavity surface
area:

AŨ = Anhb
Ũ +Ahb

Ũ (D.1)

pŨ(σ) is the cavity surface area-weighted sum [123, 152] of pnhb
Ũ (σ) and phb

Ũ (σ):

pŨ(σ) =
pnhb

Ũ (σ)A
nhb
Ũ + phb

Ũ (σ)A
hb
Ũ

AŨ
(D.2)

In analogy to the procedure described above, the respective numbers can be calculated
for the unknown components Ui in the fully specified mixture:

AUi
= Anhb

Ui
+Ahb

Ui
(D.3)

pUi
(σ) =

pnhb
Ui
(σ)Anhb

Ui
+ phb

Ui
(σ)Ahb

Ui

AUi

(D.4)

For comparison, pŨ(σ) for the fully specified mixture is calculated by summing pUi
(σ)

for all unknown components Ui in the mixture and weighting with the cavity surface
area and the mole fraction of the respective components [123, 152]:

pŨ(σ) =
∑
i

xUi
AUi

pUi
(σ)

∑
i

xUi
AUi

(D.5)

where xUi
is the mole fraction of Ui in a mixture that contains only the unknown

components.
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D.6 Additional σ-profiles

In Chapter 5, σ-profiles of the pseudo-components / unknown components in mixtures
of several systems are shown. In the following, σ-profiles for the pseudo-components
/ unknown components in mixtures of all systems for which this is not the case are
reported.
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Figure D.5: σ-profile of the pseudo-component Ũ in a mixture of system II as predicted
with NEAT and the σ-profile of U = 2-propanol. pŨ(σ) is the cavity
surface area-weighted sum of pnhb

Ũ (σ) and phb
Ũ (σ), cf. Averaging of σ-

profiles. Dashed line: results from GC-COSMO-RS (OL) for U in the fully
specified mixture. Solid line: prediction with NEAT. The composition of
the mixture is xT = 0.046 mol mol−1, xU = 0.025 mol mol−1.
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Figure D.6: σ-profile of the pseudo-component Ũ in a mixture of system IV as pre-
dicted with NEAT and the σ-profile of U = methyl acetate. pŨ(σ) is the
cavity surface area-weighted sum of pnhb

Ũ (σ) and phb
Ũ (σ), cf. Averaging of

σ-profiles. Dashed line: results from GC-COSMO-RS (OL) for U in the
fully specified mixture. Solid line: prediction with NEAT. The composi-
tion of the mixture is xT = 0.041 mol mol−1, xU = 0.010 mol mol−1.
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Figure D.7: σ-profile of the pseudo-component Ũ in a mixture of system V as predicted
with NEAT and the σ-profile of U = 2-butanone. pŨ(σ) is the cavity
surface area-weighted sum of pnhb

Ũ (σ) and phb
Ũ (σ), cf. Averaging of σ-

profiles. Dashed line: results from GC-COSMO-RS (OL) for U in the fully
specified mixture. Solid line: prediction with NEAT. The composition of
the mixture is xT = 0.042 mol mol−1, xU = 0.010 mol mol−1.



Appendix D Supporting Information for Chapter 5 281

- 0 . 0 3 - 0 . 0 2 - 0 . 0 1 0 . 0 0 0 . 0 1 0 . 0 2 0 . 0 3
0 . 0 0

0 . 0 2

0 . 0 4

0 . 0 6

0 . 0 8

0 . 1 0

0 . 1 2

0 . 1 4  f u l l y  s p e c i f i e d
 N E A T

�  /  e  Å - 2

p U
(�)~

Figure D.8: σ-profile of the pseudo-component Ũ in a mixture of system VI as pre-
dicted with NEAT and the σ-profile of U = cyclohexanone. pŨ(σ) is the
cavity surface area-weighted sum of pnhb

Ũ (σ) and phb
Ũ (σ), cf. Averaging of

σ-profiles. Dashed line: results from GC-COSMO-RS (OL) for U in the
fully specified mixture. Solid line: prediction with NEAT. The composi-
tion of the mixture is xT = 0.042 mol mol−1, xU = 0.005 mol mol−1.
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Figure D.9: σ-profile of the pseudo-component Ũ in a mixture of system VIII as
predicted with NEAT and the mixed σ-profile of the unknown com-
ponents (U1 = D-xylose, U2 = acetic acid, U3 = methyl acetate).
pŨ(σ) is the cavity surface area-weighted sum of pnhb

Ũ (σ) and phb
Ũ (σ),

cf. Averaging of σ-profiles. Dashed line: results from GC-COSMO-
RS (OL) for the mixture of all Ui in the fully specified mixture.
Solid line: prediction with NEAT. The composition of the mixture is
xT = 0.033 mol mol−1, xtotal

U = 0.010 mol mol−1.

D.7 Computational Details

The implementation of COSMO-RS (OL) in the DDB was used. In contrast to the work
of Ref. [123], Eq. (D.6) is used for the calculation of the exponent in the combinatorial
part of the activity coefficient in DDB:

r#
i =

∑
j≠i

xjrj

∑
j≠i

xj

(D.6)

As described in Ref. [124], small negative values of p(σ) can occur. To keep consistency,
the same algorithm for the treatment of negative p(σ) is used here in NEAT for poorly
specified mixtures.
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D.8 NMR Spectra of the Systems

In the following the NMR spectrum of mixture one of each system is shown. The NMR
spectra of the different mixtures of the same system differ only in the intensity of the
peaks.

0102030405060708090100110120130140150160170180190200210220230240250
δ / ppm

Figure D.10: 13C NMR spectra of mixture 1 of system I with T = acetone, U = 2-
propanol.
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0102030405060708090100110120130140150160170180190200210220230
δ / ppm

Figure D.11: 13C NMR spectra of mixture 1 of system II with T = acetic acid, U = 2-
propanol.

-100102030405060708090100110120130140150160170180190200210220230240250260
δ / ppm

Figure D.12: 13C NMR spectra of mixture 1 of system III with T = ethanol, U = acetic
acid.
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-100102030405060708090100110120130140150160170180190200210220230240250260
δ / ppm

Figure D.13: 13C NMR spectra of mixture 1 of system IV with T = ethanol,
U = methyl acetate.

-100102030405060708090100110120130140150160170180190200210220230240250260
δ / ppm

Figure D.14: 13C NMR spectra of mixture 1 of system V with T = ethanol, U = 2-
butanone.
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0102030405060708090100110120130140150160170180190200210220230
δ / ppm

Figure D.15: 13C NMR spectra of mixture 1 of system VI with T = ethanol, U = cy-
clohexanone.

-100102030405060708090100110120130140150160170180190200210220230240250260
δ / ppm

Figure D.16: 13C NMR spectra of mixture 1 of system VII with T = 1,4-butanediol,
U1 = cyclohexanone, U2 = acetonitrile, U3 = methyl acetate.
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-100102030405060708090100110120130140150160170180190200210220230240250260
δ / ppm

Figure D.17: 13C NMR spectra of mixture 1 of system VIII with T = acetone, U1 = D-
xylose, U2 = acetic acid, U3 = methyl acetate.

D.9 Step-by-step Example for NEAT Application

For the prediction of the activity coefficient of a target component in a mixture with
NEAT, mole fractions in the component space (target component T + pseudo-component
Ũ + water W) have to be calculated. In the following, the calculation of the activity
coefficient of the target component T = ethanol with U = 2-butanone and water W
(system V, mixture 1) with NEAT is described as an example. A sample of 1 g of this
mixture was considered besides a quantitative 13C NMR spectrum of the mixture. The
mass of T is known: mT = 0.098 g (cf. Table D.8). The different regions of chemical
shift in the 13C NMR spectrum of the mixture are integrated as described in Table 9.
Table D.24 shows the integration results for the example mixture. For simplicity, the
peak area of ethanol at about 60 ppm was set to 1. As water shows no signal in 13C
NMR spectroscopy, the peak areas can only result from T (AT) or U (AU). The first
step in the evaluation of the NMR spectra is the calculation of the contributions of the
target component T to the peak areas in the different regions of the spectrum from the
concentration of T. As the nature of the target component T is assumed to be known,
the respective peaks in the spectrum can be assigned easily. The target component
ethanol shows a peak at about 60 ppm, which was used as reference as described above,
and a second peak at about 18 ppm. It is assumed that there is a proportionality of all
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signals of T to the concentration of T in the sample and that the proportionality con-
stant is the same for all signals after taking into account the number of carbon atoms in
the corresponding groups. This simplification yields good results as shown in [60], but
calibration experiments could also be carried out [60]. Using the information on the tar-
get component T, the areas belonging to the unknown component U can be calculated
as also shown in Table D.24. In the next step, peak areas associated to U have to be
assigned to GC-COSMO-RS (OL) groups. Since the mass and molar mass of the target
component T is known, the mole number of the target component can be calculated. All
obtained groups of the unknown component are lumped to a pseudo-component Ũ as de-
scribed in Chapter 5. The mole numbers of these groups of the pseudo-component Ũ are
calculated using once more the assumption that the proportionality constant between
the peak areas and the mole numbers is the same for all peaks using the target com-
ponent area and corresponding mole number as reference. Since the molar mass of all
chemical groups is known, the mass of the unknown groups in the pseudo-component Ũ
can also be calculated (cf. Table D.25). A summation of all groups yields the total mass
associated to the pseudo-component Ũ: mŨ = 0.032 g (cf. Table D.8). From the mass
balance, the mass of water W is calculated as mW = 0.870 g. Additionally, the group
mole fractions in the pseudo-component Ũ can be calculated, as shown in Table D.26. As
described in Chapter 5, a molar mass of the pseudo-component Ũ of MŨ = 150 g mol−1

was used in Chapter 5 as in Refs. [59, 60]. Hence, an estimated stochiometry of the
pseudo-component was obtained (cf. Table D.8). Now, the σ-profile (cf. Figure D.7),
cavity surface areas A, and the cavity volume V of the pseudo-component Ũ can be
calculated. In a final step the mole fractions in the component space target component
T + pseudo-component Ũ + water W are calculated. The activity coefficient of the
target component is calculated using the implementation of the GC-COSMO-RS (OL)
equations [124] in the DDB [125].

Table D.24: Integration results from the 13C NMR spectrum of mixture 1 of system V
studied as example here.

13C NMR chemical shift region / ppm Total area of peaks in region AT AU

0 - 30 1.23 1.00 0.23
30 - 60 0.46 0.00 0.46
60 - 90 1.00 1.00 0.00
90 - 150 0.00 0.00 0.00
150 - 180 0.00 0.00 0.00
>180 0.18 0.00 0.18
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Table D.25: Assignment of GC-COSMO-RS (OL) groups associated to the pseudo-
component Ũ and corresponding mole numbers nŨ

g and masses mŨ
g . Mg is

the molar mass of the group. The abbreviated group labels are introduced
for clarity. The numbers in parentheses correspond to the group identifiers
in the original paper [124].

13C NMR chemical GC-COSMO-RS (OL) label Mg/ nŨ
g / mŨ

g /
shift region / ppm g mol-1 mmol mg
0 - 30 ’CH3’(1) 15.03 0.49 7.33
30 - 60 ’CH2’(4) 14.03 0.97 13.67
60 - 90 ’CH2’(7)a+’OH(P)’(35) 14.03 / 17.01 0.00 0.00
90 - 150 ’CH=CH’ (58) 26.04 0.00 0.00
150 - 180 ’COOH’ (44) 45.02 0.00 0.00
>180 ’CO’ (51) 28.01 0.38 10.68

a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished
from a custom ’CH2’ group.

Table D.26: GC-COSMO-RS (OL) group mole fraction for the pseudo-component Ũ.
The abbreviated group labels are introduced for clarity. The numbers in
parentheses correspond to the group identifiers in the original paper [124].

GC-COSMO-RS (OL) label Group mole fraction in Ũ
’CH3’(1) 0.26
’CH2’(4) 0.53
’CH2’(7)a+’OH(P)’(35) 0.00
’CH=CH’ (58) 0.00
’COOH’ (44) 0.00
’CO’ (51) 0.21

a In GC-COSMO-RS (OL), a ’CH2’ group attached to F/Cl/O/N is distinguished
from a custom ’CH2’ group.

D.10 Temperature Dependency of Activity
Coefficients

In Figure D.18, the temperature dependence of the activity coefficient γT of the target
component in mixture 1 of system I is shown as an example. Since GC-COSMO-RS (OL)
takes the temperature dependence of activity coefficients into account, NEAT based on
GC-COSMO-RS (OL) can also predict the activity coefficients at various temperatures.
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Figure D.18: Temperature dependence of activity coefficient γT of target component

T = acetone in ternary mixture 1 of system I, cf. Table 11. Lines: results
from GC-COSMO-RS (OL) for the fully specified mixtures. Symbols:
predictions with NEAT based on an NMR analysis at T = 298 K. No
information on the unknown component U was used in NEAT.
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E Supporting Information for
Chapter 6

E.1 Calculation of Liquid-liquid Equilibria

The partitioning of all (pseudo-)components in thermodynamic equilibrium was calcu-
lated by solving the isoactivity criterion together with mass balances and summation
conditions formulated in the Rachford-Rice equation [153, 154]:

F (θ) =
N

∑
i=1
(xi
′′ − xi

′) =
N

∑
i=1

xmix
i Ki

1 + θ(Ki − 1) −
xmix

i

1 + θ(Ki − 1)
!
= 0 (E.1a)

Ki =
γi
′

γi
′′ ; i = 1, ..., N (E.1b)

where xi
′ and xi

′′ are the mole fraction of (pseudo-)component i in the raffinate (water-
rich) and the extract (extracting agent-rich) phase, respectively. γi

′ and γi
′′ are the

activity coefficients in the raffinate and extract phase, respectively, and Ki = xi
′′/xi

′ is
the partition coefficient of (pseudo-)component i. xmix

i is the lumped mole fraction of i

after mixing the feed with the extracting agent E (irrespective of the phase separation),
and θ = n′′

n′+n′′ is the molar extract phase fraction.

Eq. (E.1a) and Eq. (E.1b) were solved in a double-loop approach [154–156] for a con-
stant temperature of T = 298.15 K. Therefore, first, the values of Ki for all (pseudo-
)components were calculated using UNIFAC [31, 127] for modeling the activity coeffi-
cients in both coexisting phases. Then, Eq. (E.1a) was solved with respect to θ using
the MATLAB [104] 2021b function “fsolve”, from which updated composition of the ex-
tract and raffinate phase and, consequently, updated values for Ki were obtained. This
process was repeated until convergence of θ was observed, specifically, until θ changed
by less than 10−12 between two successive iterations.
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E.2 Prediction of Residue Curves

Residue curves were modeled by the Rayleigh-equation [131, 132]:

dxi

dnL =
yi − xi

nL ; i = 1...N − 1 (E.2a)

xW = 1 −
N−1
∑
i=1

xi (E.2b)

where nL is the total mole number in the liquid phase (which decreases with evapo-
ration over time), xi and yi are the mole fractions of all components i except for the
solvent water (W) in the liquid and the vapor phase, respectively, in thermodynamic
equilibrium. The mole fraction of water in the liquid phase xW was calculated by the
summation condition, cf. Eq. (E.2b).

The system of ordinary differential equations defined by Eq. (E.2a) was solved in MAT-
LAB using the composition of the feed as starting composition, i.e., x(nL = nL,0) = xFeed.
The calculation of the residue curves was stopped if the number of moles nL approaches
the total amount of non-volatile components (to avoid numerical issues, a small tolerance
margin was added).

The vapor-liquid equilibria were modeled by Raoult’s law, cf. Eq. (14), whereby the
pressure p and all mole fractions xi in the liquid phase for the respective time step
were specified, and the activity coefficients γi in the liquid phase were calculated with
UNIFAC [31, 127]. Note that for numerical reasons, first, the boiling temperature of
the mixture T was calculated by adjusting T until the sum of the partial pressures
pi in Eq. (14) over all N components was equal to the total (specified) pressure p.
Subsequently, the mole fractions yi in the gas phase were calculated.

For the fully specified mixtures, which were considered for comparison only, the vapor
pressure of each pure component was calculated with the Antoine equation:

log10 (750.062 pS
i

bar) = Ai −
Bi

(T
K − 273.15) +Ci

(E.3)

whereby the component-specific constants (Ai, Bi, Ci) were taken from the Dortmund
Data Bank (DDB) [133]. For most of the studied components, the DDB reports para-
meter sets for two different temperature ranges. If only one parameter set was labeled
as valid for the temperature of interest here, this one was used; if both parameter sets
were labeled as suitable, both sets were used for calculating the vapor pressure pS

i , and
the mean value of the two pS

i was subsequently used. In some cases, the vapor pressure
calculation was also performed outside the given ranges.

The vapor pressures of the pseudo-components k in the poorly specified mixtures were
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estimated using group-contribution method from Refs. [27, 29]:

log10 (
pS

k

1.01325 bar) = (4.1012 + dBk)
⎛
⎜
⎝

T /K
Tb,k/K − 1

T /K
Tb,k/K − 0.125

⎞
⎟
⎠

(E.4)

where Tb,k is the normal boiling point and dBk is the so-called “slope term” [29] of
pseudo-component k. For calculating Tb,k, the approach from Ref. [27] was used; for
calculating dBk, the approach from Ref. [29] was used. At the heart of both group-
contribution approaches, the absolute number of groups in each (pseudo-)component is
required, which was directly obtained by the NMR fingerprinting and pseudo-component
method described in Ref. [128] and is given in Tables E.4-E.6. The considered structural
groups, as well as the assignment procedure, are described in Table 12.

In the group-contribution method of Refs. [27, 29], a so-called group-interaction contri-
bution has to be considered for strongly interacting groups [27, 29], which holds for the
hydroxyl (’OH’), carboxylic acid (’COOH’), ketone (’CO’) and aldehyde (’CHO’) groups
here. The calculation of the group-interaction contribution requires that the absolute
number of each interactive structural group is an integer in each pseudo-component.
Therefore, the absolute number of the interactive groups in each pseudo-component
was rounded to the nearest integer only for the calculation of the group-interaction
contribution.

E.3 Prediction of Feed Composition

In the following, the calculation of the feed composition on the basis of the NMR fin-
gerprinting and pseudo-component method is described. The feed composition is the
basis for the thermodynamic modeling of the mixtures. For predicting the composition
of a poorly specified feed with the proposed methodology, the following information was
assumed to be available and used:

• the total mass of the poorly specified feed m;

• the nature of the solvent (here: always water W);

• the nature and mass fraction x
(m)
T of the target component T, in the feed.

From the assumptions, the amount of the target component was calculated:

nT =
x

(m)
T m

MT
(E.5)
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Additionally, a mean area ĀT for the target component was calculated:

ĀT =
Atotal

T
ztotal

T
(E.6)

where ztotal
T is the total number of NMR-active nuclei in the target component and Atotal

T

is the total area of the target component in the corresponding spectrum. Furthermore,
a mean area of a structural group g was defined, taken from the UNIFAC table [31, 127],
cf. Table 12, in pseudo-component k:

Āg,k =
Ag,k

zg

(E.7)

where zg is the number of NMR-active nuclei in group g that are expected in the
same chemical shift region and Ag,k was the total area of group g assigned to pseudo-
component k. Note that for the CH3CO/CH2CO group in UNIFAC, one typically
expects two peaks in different chemical shift regions. The CH3CO/CH2CO group was
therefore only identified if in both regions of the 13C NMR spectrum “0-90 ppm” and
“>180 ppm” peaks were observed and assigned to the same pseudo-component; as a con-
sequence, ’CH3/CH2’ groups were only assigned to the peaks in the region “0-90 ppm”
that exceeded the peaks in the region “>180 ppm” for each pseudo-component. From
this, the mole number of each structural group g in pseudo-component k was calculated:

ng,k =
Āg,k

ĀT
nT (E.8)

This yielded the total mass of all groups in pseudo-component k:

mk =
G

∑
g=1

ng,kMg (E.9)

where G is the total number of considered structural groups and Mg the known molar
mass of group g. With the known total mass of the pseudo-components, the mass of the
target component, and the total mass of the mixture, the mass of the solvent W can be
calculated:

mW =m −mT −
K

∑
k=1

mk (E.10)

Using the information on the molar masses of the respective (pseudo-)components, the
mole fraction was calculated as follows:

xi =
ni

N

∑
i=1

ni

(E.11)
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E.4 Predicted Composition of Pseudo-components

In Tables E.1-E.6, information on the stoichiometry of the pseudo-component as pre-
dicted with the approach of the present thesis for all studied mixtures is summarized.
For this purpose, the absolute numbers of the structural groups g in each molecule of
the defined pseudo-components k, denoted by νg,k, in the three test mixtures are com-
piled. Tables E.1-E.3 thereby consider groups from the UNIFAC [31, 127] table, whereas
Tables E.4-E.6 consider groups from the table of Refs. [27, 29].

Table E.1: Absolute numbers νg,k of structural groups g in pseudo-components k for
test mixture I, cf. Table 12 and 13, according to UNIFAC [31, 127, 129].
The numbers in parentheses are the identifiers for the UNIFAC sub-groups.

UNIFAC label Stoichiometry Ũ1 Ũ2 Ũ3

CH3 (1) νCH3,k 0.782 - 1.147
CH2 (2) νCH2,k - 6.464 -
CH (3) νCH,k - - -
C (4) νC,k - - -
OH (14) νOH,k - 3.206 -
CH CH (6) νCH=CH,k - - -
C C (70) νC=C,k - - -
COOH (42) νCOOH,k - - 1.219
CHO (20) νCHO,k - - -
CH3CO (18) νCH3CO,k 0.865 - -
CH2CO (19) νCH2CO,k - - -
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Table E.2: Absolute numbers νg,k of structural groups g in pseudo-components k for
test mixture II, cf. Table 12 and 13, according to UNIFAC [31, 127, 129].
The numbers in parentheses are the identifiers for the UNIFAC sub-groups.

UNIFAC label Stoichiometry Ũ1 Ũ2

CH3 (1) νCH3,k - -
CH2 (2) νCH2,k 3.879 1.898
CH (3) νCH,k - 1.680
C (4) νC,k - 0.759
OH (14) νOH,k - 2.846
CH CH (6) νCH=CH,k - 0.203
C C (70) νC=C,k - -
COOH (42) νCOOH,k - 2.238
CHO (20) νCHO,k - -
CH3CO (18) νCH3CO,k - -
CH2CO (19) νCH2CO,k 0.953 -

Table E.3: Absolute numbers νg,k of structural groups g in pseudo-components k for
test mixture III, cf. Table 12 and 13, according to UNIFAC [31, 127, 129].
The numbers in parentheses are the identifiers for the UNIFAC sub-groups.

UNIFAC label Stoichiometry Ũ1 Ũ2 Ũ3 Ũ4 Ũ5 Ũ6 Ũ7

CH3 (1) νCH3,k 0.853 1.111 2.111 - - - -
CH2 (2) νCH2,k - - 1.409 4.688 6.625 1.812 1.617
CH (3) νCH,k - - 0.712 - - 3.681 3.135
C (4) νC,k - - - - - - -
OH (14) νOH,k - - 1.440 - 3.291 4.577 4.752
CH CH (6) νCH=CH,k - - - - - 0.435 -
C C (70) νC=C,k - - - - - - 0.858
COOH (42) νCOOH,k - 1.208 - - - 1.907 3.308
CHO (20) νCHO,k - - - - - - -
CH3CO (18) νCH3CO,k 0.903 - - - - - -
CH2CO (19) νCH2CO,k - - - 1.194 - - -
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Table E.4: Absolute numbers νg,k of structural groups g in pseudo-components k for
test mixture I, cf. Table 12 and 13, according to Refs. [27, 29].

Nannonal label Stoichiometry Ũ1 Ũ2 Ũ3

CH3 (1) νCH3,k 1.647 - 1.147
CH2 (4) νCH2,k - 3.258 -
CH (5) νCH,k - - -
C (6) νC,k - - -
CH2 (7) νCH2,k - 3.206 -
CH (7) νCH,k - - -
C (7) νC,k - - -
OH(P) (35) νOH(P),k - 3.206 -
OH(P) (36) νOH(P),k - - -
OH(S) (34) νOH(S),k - - -
OH(T) (33) νOH(T),k - - -
CH CH (58) νCH=CH,k - - -
C C (58) νC=C,k - - -
COOH (44) νCOOH,k - - 1.219
CHO (52) νCHO,k - - -
CO (51) νCO,k 0.865 - -
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Table E.5: Absolute numbers νg,k of structural groups g in pseudo-components k for
test mixture II, cf. Table 12 and 13, according to Refs. [27, 29].

Nannonal label Stoichiometry Ũ1 Ũ2

CH3 (1) νCH3,k - -
CH2 (4) νCH2,k 4.832 1.491
CH (5) νCH,k - -
C (6) νC,k - -
CH2 (7) νCH2,k - 0.407
CH (7) νCH,k - 1.680
C (7) νC,k - 0.759
OH(P) (35) νOH(P),k - 0.407
OH(P) (36) νOH(P),k - -
OH(S) (34) νOH(S),k - 1.680
OH(T) (33) νOH(T),k - 0.759
CH CH (58) νCH=CH,k - -
C C (58) νC=C,k - -
COOH (44) νCOOH,k - 2.238
CHO (52) νCHO,k - -
CO (51) νCO,k 0.953 -
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Table E.6: Absolute numbers νg,k of structural groups g in pseudo-components k for
test mixture III, cf. Table 12 and 13, according to Refs. [27, 29].

Nannonal label Stoichiometry Ũ1 Ũ2 Ũ3 Ũ4 Ũ5 Ũ6 Ũ7

CH3 (1) νCH3,k 1.757 1.111 2.111 - - - -
CH2 (4) νCH2,k - - 0.682 5.883 3.334 0.916 -
CH (5) νCH,k - - - - - - -
C (6) νC,k - - - - - - -
CH2 (7) νCH2,k - - 0.728 3.291 0.895 1.617
CH (7) νCH,k - - 0.712 - - 3.681 3.135
C (7) νC,k - - - - - - -
OH(P) (35) νOH(P),k - - - - 3.291 0.895 1.617
OH(P) (36) νOH(P),k - - 0.728 - - - -
OH(S) (34) νOH(S),k - - 0.712 - - 3.681 3.135
OH(T) (33) νOH(T),k - - - - - - -
CH CH (58) νCH=CH,k - - - - - 0.435 -
C C (58) νC=C,k - - - - - - 0.858
COOH (44) νCOOH,k - 1.208 - - - 1.907 3.308
CHO (52) νCHO,k - - - - - - -
CO (51) νCO,k 0.903 - - 1.194 - - -
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Table E.7 shows the composition of all components in the test mixtures regarding the
groups of UNIFAC [31, 127, 129]. Table E.8 shows the composition of all extracting
agents regarding the groups of UNIFAC [31, 127, 129]. Note that the UNIFAC nomen-
clature uses ’THF,’ [129] as an abbreviation for cyclic ether groups, but since it is seen
as misleading ’cy-CH2O’ is used as abbreviation instead.
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Table E.7: Components considered in the test mixtures, cf. Table 13, and their compo-
sition regarding groups from the UNIFAC table [31, 127, 129]. The numbers
in parentheses are the identifiers for the UNIFAC sub-groups.

Component UNIFAC groups

acetone 1 x ’CH3’ (1)
1 x ’CH3CO’ (18)

acetic acid 1 x ’CH3’ (1)
1 x ’COOH’ (42)

acetonitrile 1 x ’CH3CN’ (40)

ascorbic acid

1 x ’CH2’ (2)
2 x ’CH’ (3)
4 x ’OH’ (14)
1 x ’C=C’ (70)
1 x ’COO’ (77)

1,4-butanediol 4 x ’CH2’ (2)
2 x ’OH’ (14)

citric acid

2 x ’CH2’ (2)
1 x ’C’ (4)
1 x ’OH’ (14)
3 x ’COOH’ (42)

cyclohexanone 4 x ’CH2’ (2)
1 x ’CH2CO’ (19)

1,4-dioxane 2 x ’CH2’ (2)
2 x ’cy-CH2O’ (27)

glucose

1 x ’CH2’ (2)
4 x ’CH’ (3)
5 x ’OH’ (14)
1 x ’CHO’ (26)

malic acid

1 x ’CH2’ (2)
1 x ’CH’ (3)
1 x ’OH’ (14)
2 x ’COOH’ (42)

1-propanol
1 x ’CH3’ (1)
2 x ’CH2’ (2)
1 x ’OH’ (14)

2-propanol
2 x ’CH3’ (1)
1 x ’CH’ (3)
1 x ’OH’ (14)

water 1 x ’H2O’ (16)

xylose
4 x ’CH’ (3)
4 x ’OH’ (14)
1 x ’cy-CH2O’ (27)
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Table E.8: Extracting agents considered in Chapter 6 and their composition regarding
groups from the UNIFAC table [31, 127, 129]. The numbers in parentheses
are the identifiers for the UNIFAC sub-groups.

Component UNIFAC groups

1-decanol
1 x ’CH3’ (1)
9 x ’CH2’ (2)
1 x ’OH’ (14)

decane 2 x ’CH3’ (1)
8 x ’CH2’ (2)

dipropyl ether
2 x ’CH3’ (1)
3 x ’CH2’ (2)
1 x ’CH2O’ (25)

ethyl propionate
2 x ’CH3’ (1)
1 x ’CH2’ (2)
1 x ’CH2COO’ (22)

hexane 2 x ’CH3’ (1)
4 x ’CH2’ (2)

toluene 5 x ’ACH’ (9)
1 x ’ACCH3’ (11)

1-octanol
1 x ’CH3’ (1)
7 x ’CH2’ (2)
1 x ’OH’ (14)

3-octanone
2 x ’CH3’ (1)
4 x ’CH2’ (2)
1 x ’CH2CO’ (19)

E.5 Results for Pure-component Vapor Pressures

Figures E.1 to E.3 shows the results for the vapor pressures of the (pseudo-)components
over the boiling temperature T . For the true components (solid / dotted lines), the
results were obtained with the Antoine equation, cf. Eq. (E.3), for the respective pseudo-
components (dashed lines), the group-contribution method of Nannonal [29], cf. Eq. (E.4),
was used.

For five of the components used in this study, namely glucose, xylose, citric acid, ascorbic
acid, and malic acid, no Antoine-parameters were available in the DDB. However, it can
be assumed that the vapor pressure of these components in the considered temperature
range is negligible, in particular in comparison to the other considered components;
therefore, these components were assumed to remain completely in the liquid phase
throughout (yi = 0), and Eq. (14) was not considered here. For (pseudo-)components,
for which the vapor pressure was assumed negligible (pS

i = 0), no results are shown here.
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Figure E.1: Vapor pressures pS of pure (pseudo-)components in mixture I. Solid lines:
true components, calculated with the Antoine equation, cf. Eq. (E.3).
Dashed lines: pseudo-components, estimated with the group-contribution
method of Ref. [29], cf. Eq. (E.4).
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Figure E.2: Vapor pressures pS of pure (pseudo-)components in mixture II. Solid lines:
true component, calculated with the Antoine equation, cf. Eq. (E.3).
Dashed lines: pseudo-component, estimated with the group-contribution
method of Ref. [29], cf. Eq. (E.4).
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Figure E.3: Vapor pressures pS of pure (pseudo-)components in mixture III. Solid
and dotted lines: true components, calculated with the Antoine equa-
tion, cf. Eq. (E.3). Dashed lines: pseudo-components, estimated with the
group-contribution method of Ref. [29], cf. Eq. (E.4).
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E.6 Additional Results for the Prediction of
Residue Curves

In Figures E.4 and E.5, additional results for the residue curves of test mixtures II
and III, cf. Table 13, are shown. In contrast to the results shown in Chapter 6, the
concentration of all true components is presented separately here, even if they were
lumped into pseudo-components by the algorithms.

Figure E.4: Residue curves showing the liquid-phase mole fractions as a function of
the evaporation ratio β for mixture II, cf. Table 13, at p = 1 bar. Left:
results obtained using the full speciation. Right: predictions for the poorly
specified feed based on NMR fingerprinting and the pseudo-component
method.

Figure E.5: Residue curves showing the liquid-phase mole fractions as a function of
the evaporation ratio β for mixture III, cf. Table 13, at p = 1 bar. Left:
results obtained using the full speciation. Right: predictions for the poorly
specified feed based on NMR fingerprinting and the pseudo-component
method.
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